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Simulation of Rapid Heating in 
Fusion Reactor First Walls Using 
the Green's Function Approach 
The solution of the heat conduction probem in moving boundary conditions is very 
important in predicting accurate thermal behavior of materials when very high 
energy deposition is expected. Such high fluxes are encountered on first wall 
materials and other components in fusion reactors. A numerical method has been 
developed to solve this problem by the use of the Green's function. A comparison is 
made between this method and a finite difference one. The comparison in the finite 
difference method is made with and without the variation of the thermophysical 
properties with temperature. The agreement between Green's function and the finite 
difference method is found to be very good. The advantages and disadvantages of 
using the Green's function method and the importance of the variation of material 
thermal properties with temperature are discussed. 

1 Introduction 

Large energy deposition and intense heat fluxes are en
countered on fusion reactor first wall components either due 
to x-ray and ion debris in Inertial Confinement Fusion (ICF) 
reactors or during a plasma dump in magnetic fusion reactors. 
Sizeable temperature excursions, resulting in melting and in 
some cases evaporation of the metallic components, have 
been observed [1,2]. Although the analysis in this paper could 
be applied to any system where large energy deposition in 
short times is expected, the relation to fusion reactors is of 
particular importance to the design of the vacuum chamber. 
Recently a model has been developed by the authors [3] to 
accurately solve the heat conduction equation for this 
problem by finite difference methods. In this model, the 
surface temperature is determined by both the boundary 
conditions as well as by the kinetics of the evaporation 
process. The correct boundary condition entails partitioning 
of the incident energy flux into conduction, melting, 
evaporation, and radiation. Consequently, the heat con
duction problem is one involving two moving boundaries, one 
being the melt-solid interface, and the other the surface 
receding as a result of evaporation. The kinetics of 
evaporation establish the connection between the surface 
temperature and the net atom flux leaving the surface, taking 
recondensation into account. 

In this paper, the solution of this heat conduction problem 
in moving boundary conditions is presented by the use of the 
Green's function method. The Green's function method 
provides an easy and fast way of calculating the temperature 
rise within a reasonable range of accuracy. The finite dif
ference approach consumes large computer time because of 
the limitations on both the maximum time step and zone 
thickness required for the stability of the solution. A com
parison between the Green's function solution and the finite 
difference one developed in previous work [3] is also 
presented. This comparison with the finite differnece methods 
is made with and without the variation of the material thermal 
properties with temperature. 

Although the results presented for carbon in this paper only 
consider one moving boundary at the surface because of 
vaporization (since carbon does not melt), the analysis is 
presented generally for the two moving boundaries to give a 
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complete description of the possible transformations that can 
take place during rapid heating of wall materials. 

2 Formulation of the Heat Conduction Problem 

Consider the first wall or the area of deposition as a semi-
infinite medium. This is reasonable in view of the short heat 
penetration depth during a plasma disruption in magnetic 
fusion rectors or target debris deposition in ICF reactors. 
Under a heat flux F(t), the temperature distribution T(x,t) 
must then satisfy the heat conduction equation 

dT 
pc—-V>kvT=q(x,t) (1) 

dt 

where 
p = density 
c = specific heat 
k = thermal conductivity 

q(x, t) = volumetric energy deposition rate 
All the thermophysical properties are functions of the local 

temperature. Initially the temperature is assumed to be 
constant throughout the material. The boundary conditions 
are that the back temperature, i.e., 7\,ack = constant for large 
distances x and at any time t, and on the surface the heat flux 
is given by 

dT 
F(t) = - k(Tv)—- + p(.Tv)Lvv(Tv) + ae(Tt - T*0) 

dx 
(2) 

where Tv(t) = 7(0, t), Lv is the heat of vaporization, and 
v(Tv) is the velocity of the receding surface. This velocity is a 
function of the instantaneous surface temperature and other 
material parameters. Furthermore, the radiative heat transfer 
term contains the Stefan-Boltzmann constant a; e is the 
emissivity of first wall material; and T0 is the surface tem
perature of the cold portion of the first wall inside the reactor 
cavity. For the radiative heat loss, it is assumed that parts of 
the first wall (mainly in magnetic fusion reactors) not struck 
by the plasma dump remain at the steady-state temperature 
T0. Thus radiation heat flow is assumed from hot regions (T„) 
where disruptions occur to the colder parts (T0) of the 
unaffected areas. In ICF reactors, this term goes to zero since 
a microexplosion reaction is assumed to be symmetrical and 
the temperature will be the same everywhere. 

The general heat-conduction equation with constant 
thermal properties can be written as 

486 / Vol. 106, AUGUST 1984 Transactions of the ASME 
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Fig. 1 Schematic representation of solid-liquid-vapor interfaces 

dT 
pc-—~kV2T=q(x,t) 

at 
(3) 

where p, c, k are independent of temperature. For a semi-
infinite medium, the Green's function is given by 

G(x, t, x', t') = 
1 Ix-xT 

(e 4 a " - ' ' ) +e 4-<'-' '»J (4) 
2^Ta((-t') 

where a is the thermal diffusivity. The general solution for the 
temperature rise due to any deposition function is given by [4] 

T(x, ;t)=\ \ — q(x', t')G(x, t, x', t')dx'dt' 
J (' Jx' pC 

(5) 

Once melting occurs, the condensed phase consists of two 
regions 

(a) s(t)<x-<m(t) for the melt layer 
(b) m(t)<x for the solid phase 

where 

s(t) is the instantaneous distance of the melted surface. 
m(t) is the distance of the melted layer from the surface (as 

shown in Fig. 1). 

The boundary conditions are now that at x = m(t) 

Ts(m(t),t) = T,(m(t),t) = Tm 

and 

-K, 
dT, I 
dx |m(r) 

K, 
dx mil) 

+ psLfw(t) 

(6a) 

(6b) 

where Tm is the melting temperature; the subscripts s and / 
refer to solid and liquid regions, respectively; Lf is the latent 
heat of fusion; and 

dm 
* " M = - r - (7) 

dt 
is the velocity of the melt-solid interface. 

If the heating is continued long enough and at a sufficiently 
high rate, significant vaporization may occur from the sur
face, assuming that the melting material stays in place. It is 
necessary to account for the receding surface at the interface 
between vapor and solid or liquid. This can be done by in
troducing a moving coordinate system 

z(t) = x-s(t) (8) 

for which the surface always remains at z = 0. Transforming 
the heat conduction equation (1) or (3) to this moving frame 
gives 

pc{^ + ^:-~)-V-kVT=q(z, t) (9) 
dt dz 

where 

dz_ 
dt 

ds(t) 

dt 
= -v(t) (10«) 

v(t) = velocity of the receding surface. This velocity is a 
highly nonlinear function of the surface temperature. Models 
to calculate surface velocity and evaporation are given in 
detail in (3). In these models, the surface velocity is given by 

x4AP (T ) 
v(t) = 5.8xl0-2 ^Z„[o.8+0.2e- ' / 1 0 Tc]cm/s (106) 

p(7,„)V7,„ 

where 

x = sticking probability (usually = 1) 
A = a tomic mass number 

P„ = vapor pressure (Torr) 
TC = vapor collision frequency (s ~ ' ) . 

The kinetics of evaporat ion establish the connection between 
the surface temperatures and the net a tom flux leaving the 
surface. Since the m a x i m u m tempera ture will be at the sur
face, no boiling phenomena is assumed to take place. Con
sequently, there is no specific tempera ture where a phase 
change from liquid to vapor phase can occur. Rather there is a 
cont inuous flow of vaporized a toms in which the ra te of 
mater ia l removal depends only on the surface tempera ture , 
the corresponding vapor pressure, and the type of wall 
mater ia l . 

Substi tut ing equat ion (10a) into equat ion (9) gives 

dT dT 
pc- pcv(t) V 4 V T = 

dt dz 
q(z,t) (11) 

The main difference in this equation is that it includes the 
convective term v(t)dT/dz. This term is important in the case 
of intensive evaporation if we are to obtain accurate 
calculations of the temperature. The surface boundary 
condition is then given by 

F(t)= -k 
dT I 

dz lz=0 
+ pL„v(t) + <ye(n-Tt) (12) 

where 

v(t) is again the velocity of the receding surface 
F(t) is the incident heat flux 

Equation (11) can be written as 

pc 
dT(z, t) 

-kv2 T(z, t) = q(z, t) + pcv(t) 
oT(z, t) 

(13) 

The right-hand side of equation (13) consists of the 
volumetric energy deposition function and a convective term 
pcv(t) dT/dz, which could be treated as a part of the 
deposition function. Then equation (13) can written as 

pcdT^! ° - k V 2 T ( z , t) = q'(z, t) (14) 

where 

dt 

q'(z,t) = q(z,t) + pcv(t) 
dT(z, f) 

dz 
(15) 

The solution for the temperature rise due to the modified 
deposition function given by equation (15) and boundary 
condition in equation (12) is given by [5] 
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T{z,t)=\ [ —q'(z',t')G{z,t.z,,t')dz'dt' 
•II' J x' pC 

-af dt'G(z, t,0,f) 
dT(0,t') 

dz 
(16) 

From equation (12) the gradient of the temperature can be 
represented by 

97X0, t) 

dz 
= PLuv{t) + ot{Tl-n)-F{t) (17) 

Substituting equation (17) and (15) into equation (16) yields 

Tlz,0= — [ \ (q(z',t') + pcv(t')VT(z',t')) 
pC J I' Jx' 

G(z,t,z',t')dz'dt' (18) 

+ — f Gfe /, o, t'mn-pLMn-otcn - itw 
PC J I' 

where 

VTfcO = 

T„ = 

where 

T{x„, t„) is the temperature at any point x„ and time t„. 

W( is a weighting factor depending on the method of 
integration. 

At,- is the incremental time step. 

In the second part of the first integral of equation (19), the 
Green's function possesses a singularity when // — t„. To 
avoid this singularity, the last time step is made to be much 
smaller compared to any other time step, i.e., 

M„ < < M( (20) 

where 

t„_l=t„-M„ (21) 

It can easily be shown that [6] 

1 
Lim - r - T = 
e-0 2V7Ta£ 

4ae - 5(x-x') (22) 

dT(z, t) 

dz 

7(0, t) 

The difficulty in calculating the temperature rise from 
equation (18) is that both v(t) and VT(z, t) are functions of 
the current temperatures, which are unknown. This is also 
true for the radiative heat transfer term in the second integral 
of equation (18). Although calculating the surface velocity, 
v(t), requires only the knowledge of the surface temperature, 
the term V T(z,t) requires the current temperature distribution 
throughout the entire space. 

A good approximation for the solution of equation (18) is 
to use the numerical techniques developed in [6]. In these 
techniques, space and time are divided into many divisions 
forming mesh points. The integrals over the time in equation 
(18) are replaced by a summation over the discrete values of 
time. The integration over the time is carried out from the 
initial time (t = 0) up to the time where the temperature is 
needed (i.e., T„). The integration over space is carried out 
over the entire space. Each time integral term in equation (18) 
is replaced by two parts. The first part is a summation from 
the initial time and up to the time before the last (i.e., '„_i). 
The second part is when the time approaches the time at 
which the temperature is needed (i.e., /„). Then the solution 
for the temperature increase (at any point x„ and at time t„) 
can be written as 

where b{x-x') is the cronial 6-function. Using this result the 
last term of the first integral in equation (19) can now be 
written as 

, o o j 

w„ M„ \n—[q(x',t;)+ pcv(tfi V 7X*',//)] Lim 

G(x„,t„,x',tj) dx' 

= w„M„ \ —lq(x', t!) + pcv(t,') V7X*', //)][8(x-x') 
Jo pc 

+ 8(x + x')]dx' 

It can also be shown that [4] 

lf(x',t)8(x-x')dx'=f(x,t) 
\f(x',t)5{x + x')dx'=f( 

;t) -) 
-x,t)i 

(23) 

T{x,„t„)= X) w,-AM —[q(x',t;)+pcv(t;)VT(x',t')] 

,rr0 Jo pc 
G(x„,t„,x',t!) dx' 

, 0 0 J 

+ w„A/„Lim —lq(.x',t;) + pcv(t;)vTOc',t;)] 
r,-t„ Jo PC 

G(x„, t„,x', t,')dx' 

+ — U Mi[F(t;)-pLDv(t;)-K(Ti(0,t;)-T4
0)] 

Pc t-=o 

G(x,„ t,„ 0, tl) 

+ —M„[F(tn)-pLvv(tn)-oe(Ti{Q, t„) 
pc 

Then substituting equation (22) in equation (19) and using the 
result from equation (23), the temperature rise in equation 
(19) reduces to 

T(x„, t„)= . . . +w„M„ — [q{x,„ t„) + pcv(t„)VT{x„, /„)] 
pc 

+ - E umti) 
Pc ,fz0 

-pL„v(t!)-ae(T*(0, ?/) - 7^)]G(x„, /„, 0, //) 

+ — W(tn) - PLv(t„) - ae(r»(0, t„) - 1%)\ - J L e - c ^ / ^ , , ) ^ 
pc 2V Tra 

(24) 

where 

and 

since 

and 

] 0 dx'q{x', t„)8(x„ -x') = q{x„, t„) 

dx'vT(x', t„)b(x„ ~x')=VT(x„, t„) 

Q(~x„,t„) = Q 

^ ) ]2vi:e"•v" /4aA'" , (19) 

VT(-x„,t„) = 0 

Again the R.H.S. of equation (24) contains terms that are 
functions of the current unknown temperatures. These can be 
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Fig. 2 Comparison of surface temperature rise for carbon for 400 
J/cm2 deposited in 20 ms by different methods 
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Fig. 3 Carbon surface velocity for 400 J/cm2 deposited in 20 ms by 
different methods 

approximated by using the temperatures from the previous 
time step which are known. By choosing the increments 
between time steps small enough, the solution of equation (24) 
yields an accurate approximation to the integral equation 
(18). These choices always involve a compromise between 
accuracy and computer time. However, the required time step 
for these calculations is found to be much larger than the one 
required by the finite difference methods to solve the same 
problem. 

The solution of equation (24) is implemented in the com
puter code ATHERMAL [7], This equation can be used to 
determine the thermal response of fusion first walls both in 
inertial and in magnetic confinement reactors due to any kind 
of incident radiation, such as laser, x-rays, heat flux, or ions 
(light or heavy) for inertial confinement and plasma ions in 
magnetic confinement reactors. 

3 Test Case 

To test the accuracy of the solution for the moving 
boundary problem developed in this study, a comparison with 
the finite difference method is made. An example of the 
plasma disruption case [3] is considered where 400 J/cm2 of 
plasma energy is deposited in a carbon first wall in 20 ms 
duration when the plasma suddenly and for unkown reasons 
becomes unstable. Carbon does not melt so only one moving 
boundary at the surface is considered in the solution of the 
heat conduction equation. The comparison is made between 
the finite difference with and without the variations of the 

thermal properties with temperature. In the Green's function 
method, it is assumed that the thermal properties are constant 
and equal to those of the finite difference with constant 
properties. The thermophysical properties used in these 
calculations are given in [8]. Perturbation methods to account 
for the variation of thermal properties with temperature in the 
Green's function method are developed in [6]. A solution for 
the two moving boundaries problem where the material could 
change phase beside the surface moving boundary is also 
implemented in the computer code A*THERMAL. 

4 Results and Discussion 

The surface temperature as a function of the deposition 
time for the three methods, i.e., finite difference with variable 
properties, finite difference with constant properties, and the 
Green's function is shown in Fig. 2. The agreement between 
the Green's function and the finite difference with constant 
properties is very good as seen from Fig. 2. The little dif
ference between the two methods, which is less than 3 percent, 
could be explained by the size of the time step chosen for each 
method. Although the Green's function method seems to 
require more calculations than the finite difference, its time 
step is much larger and its calculation is more straightforward 
than that for the finite difference approach. The effect of the 
variation of thermal properties on the surface temperature 
can also be seen from Fig. 2. The constant thermal properties 
chosen for Green's function and the finite difference were an 
average over a high temperature range. Because the lower the 
temperature, the higher the conductivity for carbon, the finite 
difference with variable properties has lower temperature 
than the other two methods either at earlier times in the pulse 
or at longer times after the end of the disruption. 

The velocity of the receding surface, v{t), as a function of 
time for the three methods of calculation is shown in Fig. 3. 
The lower surface velocity at earlier times for the finite dif
ference with variable properties is due to the lower surface 
temperature because of higher thermal conductivity. The 
difference between the finite difference with constant 
properties and Green's function is also illustrated in Fig. 3. 
The agreement between the two methods is considered very 
good. The slightly higher velocity predicted by Green's 
function is due to the slightly higher surface temperature. 
Because of the highly nonlinear dependence of the surface 
velocity on the surface temperature, the difference between 
the surface velocity calculation by Green's function and by 
the finite difference methods is larger than the difference in 
calculating the surface temperature. 

The amount of the total material vaporized can be 

Journal of Heat Transfer AUGUST 1984, Vol. 106/489 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3800 

3600. 

3400. 

3200. 

3000. 

UJ 2800. 
en 

? 2600. 
cr 

J5 2400. 
Q_ 

5 2200. 

2000. 
ieoo. 

1600. 

MOO. 

,',%• 

/ / / 

1' 
' li 

1 
i; 

i 

23 CARBON 
400 d/cm2 

20 ms DEPOSITION TIME 

FINITE OlFFERENCEWoriable Properties) 
v FINITE DIFFERENCE(Constant Properties) 
U GREEN'S FUNCTION 

\ \ 
\ \ s

s X= 14 microns 

\ . 'V.N. ^ 

•i - 1 1 1 

TIME 
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Fig. 6 Comparison of temperature rise for carbon for 400 J/cm2 

deposited in 20 ms by different methods at x = 70 microns 

estimated by integrating the velocity of the receding surface 
over the pulse duration time. Figure 4 shows the amount of 
carbon varporized as calculated by the three different 
methods. The good agreement between both the finite dif
ference methods, i.e., with and without the variation of 
thermal properties, is not because of the insignificance of the 
variation of the thermal properties with temperature, but 
rather because of the chosen value for the constant properties. 
This can be seen from Fig. 3, where although the velocity of 
the surface for the variable properties is lower at earlier times 
of the pulse, it becomes higher than the velocity for the 
constant properties near the end of the pulse. This incidentally 
has the effect of producing almost equal material vaporized 
from carbon for these two methods. On the other hand, Fig. 4 
also shows about 10 percent higher total material vaporized 
by Green's function methods than the finite difference with 
constant properties. Although the surface temperature 
calculated using Green's function is only slightly higher than 
that calculated by the finite difference, and even lower after 
the end of the disruption time, the strong dependence of the 
evaporated material on the surface temperature and the in
tegration of the surface velocity over all the pulse duration 
causes larger differences. After the end of the pulse the 
temperature drops very fast to where there is no significant 

vaporization occurring. So the slightly lower surface tem
perature calculated by Green's function after the end of the 
pulse will not affect the total material evaporated. 

The temperature distribution inside the bulk of the first 
wall material is also calculated using the three methods, 
Figures 5 and 6 show the temperature distribution of carbon 
at distance x - 14 and 70 microns from the surface. Because 
of the lower temperature inside the material, the difference (at 
x = 14 and 70 microns) between the finite difference with 
variable properties is larger than the difference between the 
other two methods. The larger the distance into the material, 
the lower the temperature and the larger the effect of the 
variation of the thermal properties. The agreement between 
Green's function and the finite difference with constant 
properties at larger distances into carbon is still very good, as 
can be seen from Figs. 5 and 6. 

5 Conclusions 

A method has been developed to solve the heat conduction 
problem with moving boundaries and other boundary con
ditions by the use of Green's function. The agreement of this 
solution with the method of the finite difference to solve the 
same problem is seen to be very good. The advantage of using 
the Green's function method is that it provides an easy and 
fast way of calculating the temperature rise in the material. 
This is because of no limitations on the time step or the mesh 
size used for the calculations. However, for more accurate 
results, the finite difference method is recommended, 
especially when evaporation is to be evaluated from these 
temperatures. The variation of the thermal properties with 
temperature can be very important in calculating accurate 
temperatures, especially in the case of very high energy 
depositions or if the material undergoes a change of phase, 
This is because of the larger differences between the solid- and 
liquid-phase properties. Because of the highly nonlinear 
dependence of the receding surface velocity on the surface 
temperature, a small change in calculating the surface tem
perature could result in large differences in the surface 
velocity, and consequently larger differences in calculating the 
total material removed from the surface by evaporation. 
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Adaptive Collocation Method for 
Simultaneous Heat and Mass 
Diffusion With Phase Change1 

In post-accident heat removal applications, the use of a lead slab is being considered 
for protecting a porous bed of steel shot in an ex-vessel cavity from direct im
pingement of molten steel or fuel as released from the reactor vessel following a 
hypothetical core disassembly accident in an LMFBR. The porous bed is provided 
to increase the coolability of the fuel debris by the sodium coolant. The present 
study is carried out to determine melting rates of a lead slab of various thicknesses 
in contact with sodium coolant and to evaluate the extent of the penetration and the 
mixing rates of molten lead into liquid sodium by molecular diffusion alone. The 
study shows that these two calculations cannot be performed simultaneously 
without the use of adaptive coordinates which cause considerable stretching of the 
physical coordinates for mass diffusion. Because of the large difference in densities 
of these two liquid metals, the traditional constant density approximation for the 
calculation of mass diffusion cannot be used for studying their inter diffusion. The 
use of the orthogonal collocation method along with adaptive coordinates produces 
accurate results, which are ascertained by comparing with the existing analytical 
solutions for concentration distribution for the constant density approximation and 
for melting rates of infinite lead slab. The analysis further shows that the melting 
rate progressively increases as the thickness of lead slab decreases. The mixing of 
two liquid metals by molecular diffusion is extremely slow and the molten lead is 
likely to stay separated from the sodium coolant unless free convection exists in the 
sodium. Before any significant mixing takes place, the lead, upon melting, will sink 
to the bottom of the porous bed and not participate in removing heat from fuel 
debris lying on the top of the porous steel bed. 

Introduction 

In postaccident heat removal (PAHR) considerations, 
following a failure of pressure vessel in a hypothetical LM
FBR core disassembly accident, the release of molten core 
debris into ex-vessel cavity is of major concern. To protect the 
ex-vessel cavity floor from failure, numerous designs are 
under consideration. In one such consideration, a slab of lead 
in the range of 10-20 cms in thickness is placed over a porous 
bed of stainless steel shots (provided for improved heat 
transfer by sodium coolant) lying over the ex-vessel cavity 
floor (see Fig. 1). The slab of lead is expected to protect the 
porous bed of stainless shots against direct impingement of 
molten steel or fuel as released from the pressure vessel. Since 
the ex-vessel cavity is considerably larger in diameter than the 
pressure vessel, it is expected that sodium coolant will be in 
direct contact with the lead slab in the outer (relative to 
pressure vessel) part of the ex-vessel cavity. It is therefore of 
interest to determine: (/) the rate at which lead will melt upon 
contact with the pool of sodium and (;7) the rate and the extent 
of penetration by molecular diffusion of molten lead into 
sodium. Molten lead is completely miscible in liquid sodium; 
however, because of large density differences, initially the 
only mechanism available for mixing of molten lead into 
sodium coolant is molecular diffusion or possibly by natural 
convection in the sodium pool in the presence of heat sources 
such as due to a layer of fuel debris lying on the lead slab. The 
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effect of natural convection in the sodium pool is outside the 
subject matter of the present study. In the present study, we 
will merely evaluate the rate and the extent of mixing molten 
lead into sodium by molecular diffusion and develop an 
adaptive collocation method for solving one-dimensional 
phase change problems involving simultaneous heat and mass 
tranfer. 

The study of simultaneous molecular diffusion of heat and 
mass in a liquid-liquid system especially with large density 
differences such as between molten lead and sodium presents 
a considerable challenge in view of the following two con
siderations: (0 the rate of molecular mass diffusion is con
siderably slower than that for heat diffusion, and therefore, 
the extent of the penetration of mass diffusion at any given 
time is significantly smaller than that for heat diffusion, and 
(ii) owing to large density difference between sodium and 
lead, constant mixture density approximation for mass 

MOLTEN FUEL 
AND STEEL JET 

POROUS BED OF STEEL 
SHOTS FOR IMPROVED 
COOLING OF DEBRIS BED 
BY NATURAL CONVECTION 

Fig. 1 The schematic of the physical problem analyzed 
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diffusion is not valid, and therefore, an analytical solution 
though available for constant density approximation is not 
applicable to lead-sodium diffusion. As will be demonstrated, 
a constant density approximation leads to a significant error 
in the solution of mass diffusion problem for the system 
under consideration. Consequently, a solution of the problem 
has to be pursued numerically. However, because of the 
foregoing considerations, a solution by numerical methods 
presents a considerable challenge. The enormous difference in 
the diffusion rates for heat and mass introduces stiffness in 
the system of ODEs resulting from spatial discretization of 
the PDEs governing these two diffusion processes. Therefore, 
finite differencing with respect to time requires special 
handling. Significant difference in penetration distances of 
heat and mass diffusion results in an extremely poor spatial 
resolution for mass diffusion if the same mesh distribution is 
used in physical coordinates for calculating simultaneously 
both of these processes. 

Since the width of the field for mass diffusion is con
siderably smaller than that for the heat diffusion, the mesh 
distribution will correspondingly have to be very closely 
spaced in the field where computations of mass diffusion are 
required. With the conventional methods, the number and the 
density of meshes required for the calculations of 
simultaneous heat and mass diffusion greatly exceed those 
that are theoretically necessary for normal engineering ac
curacy. To circumvent these difficulties, we have devised 
a special coordinate system to span the field in which mass 
diffusion is important. Coupled with this coordinate system, 
we will utilize a collocation method with Hermite splines as 
approximatling functions and Gaussian quadrature points as 
the collocation points. This method is known (see for example 
[1] and [2]) for very high accuracy, both for moving boundary 
problems and problems that contain very sharp variation of 
dependent variables or shock fronts. 

For the problem just described, there does not appear to be 
any analytical solution available; however, Rubinstein [3] and 
Lunardini [4] discuss solutions of a number of simplified 

moving boundary problems involving simultaneous heat and 
mass transfer. 

Formulation of Model and Governing Equations 

Consider a slab of lead of finite thickness L at room 
temperature brought suddenly into contact with hot liquid 
sodium pool of very large height. The initial temperature of 
sodium is such that upon contact, lead begins to melt im
mediately. The molten lead, which is completely miscible in 
all proportions in sodium liquid, begins to diffuse into sodium 
and sodium into molten lead. However, the mass diffusion 
process is considerably slower than the melting rate of lead; 
therefore, at all times ample molten lead is available for 
diffusion. The lower side of lead is in contact with a porous 
bed with porosity exceeding 50 percent and is filled with gases. 
For simplicity in modeling, the lower side of the slab has been 
assumed to have negligible cooling. Both lead and sodium 
extend sufficiently far enough laterally such that heat and 
mass transfer can be assumed to be one-dimensional through 
the thicknesses of these materials. Figure 2 shows 
schematically the geometry of this system. Although, for 
better physical appeal, the discussion is centered around the 
sodium-lead system, the succeeding treatment of this physical 
problem is sufficiently general to have applicability to a wide 
variety of heat and mass diffusion problems with similar 
characteristics. 

The physical coordinate x is placed at the interface between 
lead and sodium as shown in Fig. 2. This figure also shows 
schematically temperature and concentration distributions 
following contact at x = 0. The melt interface between solid 
and molten lead is located at x = 8(t). The equations 
governing one-dimensional heat and mass diffusion and the 
motion of molten interface are given as 

dT 

IF 
dC 

d2T 

D d 
p dx ('§) 

(1) 

(2) 

Nomenclature 

A = coefficient mat r ix in 
equation (40) 

C = mass concentration of lead 
in sodium-lead mixture 

Cp = specific heat at constant 
pressure 

= diffusion coefficient 
= dependent variable or 

function 
= right-hand side of equation 

(40) 
= latent heat of fusion 
= thermal conductivity 
= order of hermite splines 
= thickness of lead slab 
= number of intervals in pth 

region 
= number of unknown 

coefficients for a given PDE 
in a pth region 

= CpM(T^~TM)/AH 

D 
F 

AH 
K 
k 
L 

'P 

N„ 

Se 
T 

To 

T = 

t = 

temperature 
initial temperature of lead 
slab 
melting temperature for lead 
initial temperature of 
sodium coolant 
time 

Y = 

a 
0 

7 
A 

Soo = 

PM = 

physical coordinate as shown 
in Fig. 1 
unknown vector of coef
ficients of expansion and 
melt interface position used 
in equation (40) 
thermal diffusivity 
stretching or contraction 
parameter for coordinate 
transformation 

PN~ ~PM~ 

5/L, nondimensional 
position of melt interface 
position of melt interface 
position of melt interface for 
the case of infinite lead slab 
nondimensional coordinate 
for heat diffusion 
nondimensional coordinate 
for mass diffusion 
(T-TX)/(TM-TJ), non-
dimensional temperature for 
liquid sodium 
proportionality parameter 
for melt interface position 
density of mixture of lead 
and sodium 
density of pure molten lead 

pN = density of pure sodium 
coolant 

apjq = position of Gauss-Legendre 
quadrature point of order q 
used as a collocation point in 
y'th interval and pth region 

T = taM/L2, nondimensional 
time 

</> = (T-TJ/lTu-T.,), non-
dimensional temperature for 
solid lead 

4>o = {TQ-Ta,)/(J'M-Tx), initial 
nondimensional temperature 
for solid lead 

i =* (T-T^/^TM-T^), non-
dimensional temperature for 
molten lead 

co = mass concentration for lead 
in lead-sodium mixture in 
the molten lead region (see 
Fig. 2) 

Subscripts 

M = molten lead 
N = sodium coolant 
p = pth region, 1 < p < 3 
S = solid lead 
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Fig. 2 Schematic of iead melting and diffusion in sodium following 
their contact 

PAH^^97: 

^ dt s dx 

with boundary conditions as 

- K>, 
dT 

~dx 

Ks- ^ 1 =0 
dx \L 

mo=TM 

T(0+ , 0 = 7X0~,t) 

dT 
KM1X~ 

dT 

o+ dx 

7X-oo,0=7'0 o 

C(5, 0 = 1 

c(0+ ,o = c(o-,o 

dx 

dC 

o+ dx 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) C(-oo, 0 = 0 

and initial conditions as 

T(x, 0) = TQ, C(x, 0) = 1 for* > 0 

T(x, 0) = Too, C(x, 0) = 0 forx < 0 

5(0) = 0 

Density, p of the mixture occurring in equation (2) is related 
to densities pM and pN of pure lead and sodium through 

1 

P 

1-C C 
+ — . 

PN PM 

(13) 

(14) 

(15) 

(16a) 

The foregoing expression clearly shows that if pN and pM were 
nearly equal, the mixture density p will be nearly constant; 
however, pM — 13 pN, implying that the mixture density p 

cannot be assumed constant. As will be demonstrated sub
sequently, the usual assumptions of constant p in solving mass 
diffusion problem leads to significant errors in the calculation 
of concentration C from equation (2). Further, we notice that 
for liquids ce/D ~104 - 1 0 5 , this implies that the boundary 
layer (or penetration) thickness (which varies as square root of 
diffusivity and is a measure of the extent of diffusion) for 
mass diffusion, LD is at least 10~2 times smaller than the 
boundary layer thickness for heat diffusion, La. Fur
thermore, 5 ~ Va,„/ (for an infinite lead slab), it then follows 
that (LD/S) ~ 10~2. This discussion implies that the thickness 
of the molten region is always about two orders of magnitude 
greater than mass diffusion boundary layer thickness. 
Consequently, boundary conditions (9) need not be applied at 
x = 5. As will be seen subsequently, the penetration thickness 
for mass diffusion is on the order of millimeters over the time 
span of interest. Thus for all practical purposes, boundary 
conditions (9) can be modified to read 

C( oc.,0=l (16b) 

It follows from the previous discussion that field width of 
interest for the calculation of mass concentration is con
siderably smaller than that for the heat diffusion. Fur
thermore, boundary conditions (16b) and (12) imply that for 
all practical purposes both molten lead and sodium can be 
considered media of infinite thicknesses for the purpose of 
calculating mass concentration. In writing equations (1) and 
(2), we have implicitly assumed that properties are constant, 
i.e., independent of temperature or concentration field. As 
will be seen subsequently, the penetration thickness of the 
concentration both in lead and sodium is extremely small 
compared to the field width for heat diffusion; thus, for all 
practical purposes, mass diffusion is confined in the neigh
borhood of interface between sodium and lead. It then 
follows that the properties of the two media for heat diffusion 
are independent of concentration over almost all the field 
width. Similarly, it follows that diffusion coefficients for 
these media are also independent of temperature fields. It also 
follows that the mesh distribution in physical coordinates is 
not suitable for the calculation of concentration as it must be 
adaptive to account for extreme narrowness of the field width 
for the concentration. In other words, we must stretch the 
field width by using a coordinate transformation of the form 

Lead: 

Sodium: 

t]c = 1 + exp( - \Mx/L) 

•• 3 - exp(\Nx/L) 

(17o) 

{lib) 

where XM > > 1 and XN > > 1 are the stretching parameters. 
These parameters allow us to stretch the widths to any desired 
degree. Futhermore, meshes with these transformations are 
much more closely spaced in the neighborhood of interface 
where the variation of concentration is the sharpest. Clearly, 
these transformations change an infinite domain in physical 
coordinates into a finite domain in the transformed coor
dinates. 

In order to track the moving melt interface, it is convenient 
to introduce the following coordinate transformations 

Solid lead (region #1): 
for a slab of finite thickness, 

\-x/L 
TJ= ,A = 8/L 1 1-A 

for a slab of infinite thickness, 

" = expK(lT-A)] 
Molten lead (region #2): 

(18fl) 

(186) 
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x/L 

Sodium coolant: 

v = 2-

i} = 3 - exp((3Nx/L) 

(19) 

(20) 

The transformation (18) allows the transformed coordinate r\ 
to vary from 0 to 1 in the solid lead region, both for finite and 
infinite slabs. The transformation (19) for molten lead allows 
7] to vary between 1 and 2. The transformation (20) for 
sodium allows r/ to vary between 2 and 3. The boundaries of 
these coordinates are shown in Fig. 2. In these transformed 
coordinates, the melt interface always lies at -q = 1 and 
consequently appears immobilized in these coordinates. We 
may note that transformation (17) for the concentration also 
vary from 1 to 2 in molten lead region and from 2 to 3 in 
sodium. By maintaining these boundary values of the trans
formed coordinates, we can use the same mesh distributions 
for concentration in transformed coordinates as used for heat 
diffusion in molten lead and sodium, respectively. This, in 
turn, will allow us to use the same set of approximating 
functions for both heat and mass diffusion. 

Using transformation (17-20) in equations (1-12) and (166) 
gives 

Solid lead: 
finite slab, 

dr 

A d<t> (as/aM) d 2 0 
1 - A 7 7 dr, ( 1 - A ) 2 dr,2 

-0 
d<f> 

drj 

0 ( l , r ) = l 

infinite slab, 

d<t> • d<A , / d<t> 

0(0 , r) = 0 o 

0 ( 1 , 7) = 1 

d2(j> 

(2 la) 

(216) 

(21c) 

) (22a) 

(226) 

(22c) 

Molten lead: 
H n , A d+ 1 bH 

-^ = -{2-v)^l^ + 7JW (23a) 

\Kl,r) = l 

I / - ( 2 - , T ) = 0 ( 2 + , T ) 

(236) 

(24) 

VM--

do) 

~a7 -*<'-'>(-£-)[*'->(£): 
dr, 

a2 co dcu 
+ ~^- + ( i ? - l ) 

dr, dr, 

co(l,r)=l 

co(2-,r) = C(2 + , r ) 

(25o) 

(256) 

(25c) 

Sodium: 

dd_ 

*"-»(^-)[^+<--^H 

A dr, 
--KN(iN 

dr, 1 = 2 

dC 

~d 

0(3, r) = 0 

7-»<*-<%)[*«-<%)' 
+ — +( 3)

 d2° 
d-q dr,2 ] 

DM\^ 
dr, 

-DN\h 
dC 

drj i = ^ 

(266) 

(26c) 

(21a) 

(276) 

(27c) C(3,r) = 0 

Here, in mass diffusion equations (25o) and (27a), we have 
omitted the use of subscript c o n t j with a view to using the 
same mesh distribution both for r, and r,c. 
Melt interface: 

finite lead slab, 

C l - A dr, l,=i A dr, ,=i J K ' 

infinite lead slab, 

k = Se f (KS/KM)(3S - ^ 
Or, .,-] (286) 

1 d,j, 
•7 = 1 " A dr, 

Collocation Method 

We shall seek an approximate solution of equations (21-28) 
by a collocation method using cubic Hermite spline basis 
functions as approximating functions in the spatial variable r\ 
for F(ri, T) (where F denotes a dependent variable). More 
specifically, let the interval [ p - 1 , p] pertaining to a pth 
region (1 < p < 3) be divided by a set of points called break 
points as 

P-l=Vi<Vi< • • • <Vi+i=P,hi = rii-Vi-i 
A convenient basis for generating Hermite splines is the set 

l ^W.S . -WJ/ .V where 

3(—^-j " H - I T " J fOT"<->^^< 

(-t^HO forjj ,-<ij<ij,-+ 1 (29fl) 

0 otherwise 

SM-

for T7,-_, <ij<r; ; 

(296) 

0 otherwise 
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It is assumed that the functions K,-(ij) and S,(rj) vanish to the 
left of 17, and functions Vl+, (?j) and Sl+ L (?j) vanish to the right 
of J)/+1. In addition, we note the following properties of the 
basis functions: 

1 Each K,(rj) and S,(rj) is continuous, together with its 
derivative, in the domain [ p - 1 , p] with degree of 
smoothness, v = 2. 

2 Each Vj and S, is a cubic (i.e., order k = 4) polynomial 
in each subinterval, and they vanish outside the interval [ij,-_,, 
fz+il-

vi(vj) = sij v;(Vj) = o 
3 1 < / , ; < / + 1 

S,(ijy) = 0 S;{r,j) = 5ij 

In terms of these basis functions, a dependent variable F(T\, t) 
can be approximated as 

j ' + i 

^ . f ) = E t^WK((i7) + F/(T)S,(i,)] (30a) 

where the coefficients of expansion Ft (T), Z7/ (T) (as follows 
from property 3 of Hermite splines) are, respectively, the 
unknown values of the function F(rj, T) and its spatial 
derivative at the break point 9, with 1 < / ' < / + 1; i.e., F,(r) 
= F(r]i, T), F!(T) = F'{y\;, T). In view of property 2 of these 
splines, expansion (30a) becomes 

> + i 

F(v,r)= E [F /(r)K,^)+ JF/(r)S,(r,)]for^(^, , ; + 1) 

with 1 < /' < / (306) 

The use of expansion (30) in equations (21-28) gives, 
respectively, for finite slab 

j ' + i 

E [0,-K,-(ij1) + 0/S,(»?1)] = 
1-A 

r ? V ( V ) 

1 

( l - A ) 2 

* / + i = 0 

</>'V) (31a) 

(316) 

(31c) 

for infinite slab, 

j+i 

E [j>iVi(V
l) + j>;Si(ril)]=-(]sr,lA$'(r]>) 

y+i 

</>,=o 

E WiVi(v
2) + i<i'Si(rl

2)]=-(2-V
2)-Tf(*l2) 

/aM/as\ 

(32a) 

(326) 

(32c) 

(33a) 

y + i 

*,=±0 (336) 

l h + i - 0 , + 1=O (33c) 

2 - i i r , . , ' / ' «2 i i2 4 _ , . 1 ' ^ „2 - > 4 _^„2_ j i / . , 'Vn2 i i ( 34a ) 

«, =0 (346) 

co,+ 1 - C , = 0 (34c) 

E [« ,K ( (^ )+ w^-d,2)] = X^(,2 - 1)( -*- ) 

(7p(^-l)[co'(7,2)]2 + co'(r,2) + (7)2- l )a)"(^)) 

= f 3 ^ 3 - 3 ) ( ^ ) [ e ' ( V ) + ( V - 3 ) 0 " t f ) ] 

&+ i - (KN/KM)ApNe; = (KN/KM)pNd{A 

e , + 1 =o 

(35a) 

(356) 

(35c) 

j '+i 

E [QKKVJ + C/S.-dj3)] 

= X?v (TJ3 - 3) ( - ^ - ) j yptf - 3 ) [ C V ) ] 2 

+ C ' ( V ) + ( ^ - 3 ) C " ( T , 3 ) ! 

«»-(£)(-£-)«-° 
c , + , = o 

finite lead slab, 

A = S c [ i _ A 0 / + 1 - A V,J 

infinite lead slab, 

A = 5e 
\R ,, (KM/KS) I 
Ps0/+i i/'ij 

(36a) 

(366) 

(36c) 

(37a) 

(376) 

Here ?7P denotes >y pertaining to/7th region (1 < p < 3) and 

y+i 

F'W)= E i^WH^'S/XY)] 

J'+l 

*" (i?") = E \Fi v>" w)+Fisr (vp)] 

(38a) 

(386) 

which hold for ripe(ri$, rjf+1) with 1 < j < lp and 1 < /? < 3. 
For later convenience in obtaining a solution, we have taken 
the time derivative of the boundary condition after using 
expansion (30) in them. 

Each of these equation sets (equations (31-36)) contain Np 

= 2(lp + 1) with 1 < p < 3 unknown coefficients of ex
pansion. The two boundary conditions associated with each 
set naturally allow us to determine two coefficients. The 
remaining unknown coefficient equal to 2lp in each set are 
determined by evaluating or collocating these PDEs at 2/p 

collocation points in each region. According to ap
proximation theory [5, 6], optimum collocation points for 
Hermite splines as the approximating functions are the Gauss-
Legendre quadrature points of order 2 for each interval 

o £ , = y ( r t f + ^ ) + ( - l ) ' - ^ ^ l £ y : S / , , l : S < 7 S 2 ( 3 9 ) 

The evaluation of each of the PDEs in the set of equations 
((31-36)) at the aforementioned collocation points leads to a 
set of ODEs. These equations, when combined with their 
boundary conditions and equation (37) for melt interface, 
give the following set of ODEs written compactly as 

A(Y,T)Y=G(Y,T) (40) 

where Fis an 5Np + 1 (1 </?<3) dimensional vector of 5Np 

unknown coefficients and the position of melt interface. By 
virtue of the local or piecewise basis of the approximation 
functions, the coefficient matrix A(Y, T) is banded matrix of 
bandwidth equal to 2{2k- 1) + 1. 

Computational Details 

The solution of eqauaticn (40) is obtained by the standard 
library routine LSODI [7]. It solves the initial value problem 
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with banded coefficient matrix by using Gear's so-called 
backward multistep differentiation formulas suitable for stiff 
system. The size of time step is controlled automatically by 
specified error tolerance for the integrator. 

For the system of equations (equations (31-37)), it is clear 
that at time T = 0, the system is singular; consequently, we 
must provide a starting solution that is approximately valid in 
the neighborhood of T = 0. One can readily observe that finite 
lead slab behave like an infinite slab during the short time 
after it is brought into contract with the sodium pool. Con
sequently, one can use an analytical solution available [8] for 
describing temperature profiles and the position of the melt 
interface subsequent to contact between two infinite slabs 
initially at uniform but different temperatures. This solution 
is given as 

l - 0 o / x \ 
0 erfc(n*JaM/as) \2\last/ 

+ = KM\luN+KN^luMzrf(ix) 

KM~JctN „ / x _ _ crfc ( LJ) 

5a, = 2p.\faMt 

(41a) 

(416) 

(41c) 

(41 d) 

KN-JctMe~» KsJaM(l>0exp[ - (aM/as)ix
2] = jdi 

KM-4a~N +K^I'aMerf(j0 KM\Zaserfc(ix^aM/as) Se 

(41e) 

The starting solution for concentration is provided by 
analytical solution obtained by assuming 7 = 0, i.e., constant 
mixture density and is given as 

J = I -

c= 
V5I 

^erfcI 

-erfc 
V 2-jDNt) 

(426) 

This solution is significantly different (as will be demon
strated subsequently) from the solution for the case of 
variable mixture density with widely different densities. 
However, the numerical solution of equations (25) and (27) 
converges asymptotically to the " t rue" solution, which does 
not depend on the starting solution. This is an expected 
behavior of this class of problems relating to infinite media. 

Results 

Assuming the lead slab to consist of infinite thickness, Fig. 
3 shows a comparison between the analytical and numerical 
solution obtained by collocation method for temperature 
profile. The two solutions agree extremely well with no 
discernable difference between them. Figure 4 shows the 
position of the melt interface as a function of time for L — 00, 
L = 0.2 m, and L = 0.1 m. The comparison of the calculated 
solution for case of L — 00 agree again with the analytical 
solution with no discernible difference between the two. For 
cases L = 0.2 m and L = 0.1 m, the calculated solutions, as 
expected, agree well for short times with analytical solution 
for the case of L -~ 00. Approximate finite slab solutions are 
also discussed by Lunardini [4]. After the temperature 
boundary layer penetrates the thickness of the lead slab, i.e., 
as the whole thickness of the solid lead begins to heat up, melt 
interfaces for these two cases begin to move significantly 
faster than the melt interface for the case L — 00. As expected 
for the melt rate for L = 0.2 m is slower than that for L = 0.1 
m. 

Figure 5 shows a plot of concentration profiles as a func
tion of position both for the cases of constant and variable 
mixture densities. This figure clearly shows that a significant 
difference exists between the two profiles, implying that it 
would not be valid without incurring significant error to use 
constant density approximation for Pb-Na, liquid-liquid 
system. In this figure, we have also compared the analytical 
solution with the calculated solution for the case of constant 
density approximation. These solutions are in excellent 
agreement. One may, however, note that the penetration 
thickness for both the variable and the constant cases are 
nearly identical. By comparison of Fig. 3 with Fig. 5, one can 
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conclude very readily that penetration thickness for in
terdiffusing liquids is extremely small as compared to that for 
temperature. Thus it is clear that the computations for mass 
diffusion in liquids require the use of very special adaptive 
coordinates which must cause significant stretching of the 
physical coordinates. 

We have also studied tha effect of a difference in diffusion 
coefficients for the two interdiffusing liquids. This difference 
can arise if the diffusion coefficients are allowed to depend on 
concentration and temperature. Figure 6 shows plots of 
concentration profiles for various values of diffusion coef

ficients for sodium. The value for the lead is kept fixed at its 
calculated nominal value. As expected, penetration thickness 
in sodium increases with increasing diffusion coefficient, 
however, these increases are still very modest, even when the 
diffusion coefficient in sodium is increased tenfold. It would 
then appear that liquid-liquid diffusion cannot be relied upon 
to cause any significant mixing between lead and sodium. The 
two liquid metals will stay separated unless some convective 
mechanism for mass transport is brought into play. Thus, it is 
clear that before any significant mixing takes place, lead will 
sink to the bottom of the steel shot bed upon complete melting 
and will not participate to any significant extent in removing 
heat by natural convection from the fuel debris lying on the 
top of the steel shot bed. 

Conclusions 

Simultaneous calculations of mass and heat transfer in a 
liquid-liquid system cannot be carried out in physical coor
dinates without using a number of meshes that far exceeds the 
number that is theoretically necessary for normal engineering 
accuracy. The introduction of the adaptive coordinates that 
cause considerable stretching of the physical coordinates 
allows the calculation of mass diffusion simultaneous with the 
heat diffusion and phase change. A comparison of the 
calculated results with analytical solutions for heat diffusion 
and melt interface position for the case of infinite lead slab 
show an excellent agreement. The calculation of the melt 
interface shows that rates of melting increase significantly 
with decreasing thickness of lead. For the case of constant 
mixture density, the analytical solution for concentration 
profile agrees extremely well with the calculated results. 

The calculations for concentration profiles show that 
constant density approximation is not a valid approximation 
for liquid-liquid diffusion in a binary system such as lead and 
sodium which have exceedingly different densities. Liquid-
liquid mass diffusion is an extremely poor mechanism for 
causing mixing of one liquid into another and, therefore, 
cannot be relied upon without some convective mechanism to 
achieve any degree of mixing between lead and sodium in 
PAHR applications. 
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Ice-Formation Phenomena for 
Water Flow Between Two Cooled 
Parallel Plates 
Experiments have been performed to investigate the ice-formation phenomena and 
the heat transfer characteristics for water flow between two horizontal parallel 
plates. The experiments were carried out under the condition that the upper and 
lower plates were cooled at the same uniform temperature, which was less than the 
freezing and the temperature of the water. The temperature of the plates ranged 
from -7 to —14°C with inlet-water temperature varied from 2 to 5°C. The 
cooling-temperature ratio dc ranged from 1.4 to 7.0. By using three different values 
of height H, 16, 30, and 40 mm between the horizontal parallel plates, the Reynolds 
number ReH were varied from 3.8 x 103 to 3.2 x 104. As a result of the present 
investigation, two different types of ice-formation were observed. One was tran
sition ice-formation type, and the other was smooth ice-formation type. It was 
found that the transition ice-formation type occurred for ReH/9c

0-74' <104, while 
the smooth ice-formation type occurred for ReH/8c

0J41 >104. The relation 
equations for the ice-transition position and the heat transfer coefficients along the 
water-ice interface were extensively determined. 

Introduction 

Ice-formation phenomena are observed in many diverse 
processes, such as the freezing of water in pipes, the blockage 
of chemical process line, and the freezing of liquid metals in 
heat exchangers. 

A number of theoretical and experimental studies have been 
directed at this objective. All the theoretical studies [1-4] have 
considered the laminar water flow of several degrees above its 
phase-change temperature entering a section of duct, pipes or 
two parallel plates, in which the duct-wall temperature is 
below the phase-change temperature. The experimental 
studies [5, 6] for laminar flow have treated the ice-formation 
phenomena only for short distances. In these studies, increase 
in ice-layer thickness along the length of the duct was 
predicted until the steady-state ice profile was attained. On 
the other hand, in the prediction for turbulent flow [7-12], the 
treatment of the ice-formation phenomena have assumed that 
the ice-layer thickness is thin enough so that as a first ap
proximation it does not affect the flow characteristics. 
Therefore, these studies also have not predicted any change in 
the ice-layer thickness throughout the water-flow passage. 
But, in fact, when the duct has enough length and the rate of 
ice formation is relatively high, an occurrence of the tran
sition in the ice-layer thickness may be predicted. A few 
studies [13, 14] for the transition of ice formation on flat plate 
have been conducted. Also it was observed in [15, 16] that the 
ice-layer profile steady-state condition did not show the 
uniformly tapered flow passage as have been predicted by the 
previous theoretical studies [1-4]. Moreover, the visual ob
servation [15, 16] of the development of ice waves in internal 
solidification were used to fix the limitations of solution for 
the prediction of the onset of freeze-shut in pipe containing 
turbulent flow studied in [17]. This means that under some 
condition of the water-flow velocity and the ice-deposit rate, a 
laminar boundary layer will form along the ice-water in
terface, even though the main water flow is initially turbulent 
flow. From the standpoint of hydrodynamics, this laminar 
boundary layer is usually unstable, then it will be changed to 
turbulent boundary layer at a certain position in the flow 
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passage. This results in an enhancement of local heat-transfer 
coefficient, and then a transition in the ice-layer thickness 
may occur. 

From the foregoing literature survey, it is apparent that no 
data pertaining to the location of the ice-layer transition and 
to the heat transfer characteristics in the water flow between 
two parallel plates where ice formation exists have hitherto 
been published. 

The purpose of this paper is to present the results of an 
experimental study into the ice-layer transition position and 
the heat transfer characteristics along the water-ice interface 
formed between two horizontal parallel plates. In particular, 
the effects of the cooled-wall temperature, the inlet-water 
temperature, the duct height, and the inlet-water velocity on 
the ice-layer transition position and the heat transfer at the 
water-ice interface are extensively discussed. 

Experimental Apparatus and Procedure 

Experimental Apparatus. The schematic diagram of the 
current apparatus is presented in Fig. 1. The main parts of the 
experimental apparatus consisted of a test section and two 
closed flow loops having the control systems of temperature 
and flow rates. These flow loops were the main water-flow 
and coolant-flow ones, respectively. 

Figure 2 depicts the test section. The test section was made 
as different values of height between the parallel plates to take 
into account the effect of length-height ratio L/H on the ice-
transition phenomena. The upper and lower plates were made 
of copper and were 5 mm in thickness. The heights between 
these plates were 16, 30, and 40 mm with rectangular cross 
sections having widths of 120, 120, and 216 mm, respectively. 
All parts of the test section were designed to have the same 
length of 1200 mm in order to give the ratios of length to 
height L/H ranging from 30 to 75. The temperatures of the 
upper and lower copper-plate surfaces were measured by 24 
copper-constantan thermocouples, 0.3 mm in diameter. The 
thermocouple junctions were inserted at the center of the 
plates in line. In order to achieve the uniform temperatures of 
the plates, the upper and lower back side spaces of the test 
section were divided into six independent chambers, through 
which the temperature controlled coolants were independently 
circulated. 
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Fig. 1 Schematic drawing of experimental apparatus 

For observation and measurement of the transient and 
steady-state ice-layer thicknesses, the front and back sides of 
the test section were made from transparent lucite plate, 15 
mm in thickness. The main water-flow consisted of a main 
water tank, a heat exchanger, a centrifugal pump, controlling 
valves, an orifice meter, a contracted duct, a calming section, 
and thermometric measuring instruments, as is shown in Fig. 
1. 

Brine was used as the coolant fluid. As can be seen in Fig. 1, 
the main parts of the coolant-flow loop consisted of an 
evaporator connected with refrigerating unit, a large brine 
tank, a centrifugal pump, a brine distributor connected with 
12 adjustable valves, a brine returning header, and ther
mometric measuring instruments. A camera system, con
sisting of two cameras, screens and lights, was employed to 

measure the ice-layer thickness during the transient growth 
period and at the steady state. 

Experimental Procedure. The main water flow was driven 
by a centrifugal pump, whose flow rate controlled by the 
controlling valves and whose discharge was measured by the 
calibrated orifice meter. The flow entered the test section as a 
fully developed turbulent flow through the calming section 
3000 mm in length. Just before the main flow entered the test 
section, the inlet-water temperature Tx was measured with 
three thermocouples, as shown in Fig. 2. In order to achieve 
the uniform temperatures of upper and lower plates, the 
coolant fluid was driven by a centrifugal pump through the 
chambers, which were installed at the back sides of the 
horizontal parallel plates of the test section. The temperatures 
of brine and main water flow at the test section were con-

a 
b 

Bf 

C 
f 

h„, 

hx 

H 

L 

h 
Nu„, 

Nu, 

Pr 

= constant 
= constant 
= freezing parameter, 

defined in equation (10) 
= constant 
= function 
= mean heat transfer 

coefficient 
= local heat transfer 

coefficient 
= height between 

horizontal parallel plates 
= length of test section 
= heat fusion of ice 
= mean Nusselt number, 

defined in equation (14) 
= local Nusselt number, 

defined in equation (9) 
= Prandtl number, 

evaluated at T„, 

Re„ 

R e A o n 

t 
Tf 

Tm 

Twc 

ua 

X 

X,r 

XJH 

= Reynolds n u m b e r , 
defined in equation (1) 

= onset Reynolds number, 
defined in Fig. 7 

= time 
= freezing temperature 
= inlet-water temperature 
= cooling-plate tem

perature 
= average velocity of main 

water flow at inlet of test 
section 

= distance from inlet of 
test section 

= distance of ice-transition 
position from inlet of 
test section 

= dimensionless ice-transi
tion position 

a 

8ix 

ec 

\-

Aoo 

"oo 

Pi 

Subscripts 
on 
St 
tr 

= ice thickness parameter, 
defined in Fig. 7 

= local ice-layer thickness 
= cooling-temperature ra

tio, defined in equation 
(2) 

= thermal conductivity of 
ice, evaluated at 
(Twc + 7 » / 2 

= thermal conductivity of 
water, evaluated at Ta 

= kinematic viscosity of 
water, evaluated at T„ 

= density of ice, evaluated 
a t ( rw c + 7 » / 2 

= onset condition 
= steady-state condition 
= transition 
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trolled by the evaporator and brine-water heat exchanger, 
respectively. Time was measured ice flashs on the plate 
surfaces. The static pressures across the test section were 
recorded during the experimental runs in the predetermined 
time intervals. All of the data were recorded when the steady-
state conditions were established. It was assumed that the 
steady state was attained when all of the readings remained 
constant for more than one hour. A series of still photographs 
were taken continuously at predetermined time intervals 
during the growth period of the ice layer. The negative films 
were developed to large sizes and so that the ice-layer 
thicknesses could be accurately measured from them. 

Results and Discussion 

Visual Observation. Visual observations were made in 
order to study the effects of both the Reynolds number ReH 

and cooling-temperature ratio 6C on the ice-layer profiles 
formed along the upper and lower plates of the test section. 
The photographs in Figs. 3(a~d) show the development 
characteristics of the ice layers normally observed. In each 
photograph, the horizontal dark areas near the upper and 
lower plates are ice layers, while the horizontal white areas 
between the drak areas is the waterflow passage. In 
photographs of Fig. 3(a), at time t = 0 ice growth is seen to 
have been initiated. A short time after the initiation of ice 
growth, the transition in the upper and lower ice-layer 
thicknesses are observed. With time, the ice-layer thicknesses 
upstream the transition position increase and they tend to 
have a uniform taper from the inlet of the test section to the 
ice-transition positions. Moreover, the ice-transition positions 
migrated upstream until they reached steady-state positions. 

As shown in Fig. 3(b), the steady-state, ice-transition 
positions tended to approach the inlet of the test section with 
increasing Reynolds number. Furthermore, for Rew = 2.9 x 
104 and 6C = 3.67, any transition in the ice-layer thickness 
throughout the test section was not observed, as shown in Fig. 
3(b)-5. 

The transition in the ice-layer thickness may be due to the 
transition from laminar boundary layer formed at water-ice 
interface to a turbulent boundary layer, as is later discussed. 
Thus this kind of ice formation will be called "transition ice-
formation type." On the other hand, at high values of the 
Reynolds number, the convective heat-transfer coefficient 
will significantly higher and the ice thickness may become thin 
and smooth. There may be, in short, little or no chance for the 
existence of any laminar boundary layer at the water-ice 
interface. Essentially, the boundary layer along the water-ice 

interface appears to become a turbulent boundary layer from 
the starting point of ice formation (x = 0) to the exit of the 
test section. Therefore, this kind of ice formation is 
hereinafter called "smooth ice-formation type." 

For the transition ice-formation type, the behavior of the 
ice-transition point appears to be very similar to the transition 
behavior from a laminar boundary layer to a turbulent one as 
is observed during ice growth on a flat plate [13, 14]. The 
existence of a recirculating separation of flow stream behind 
the downstream face of the transition point was confirmed by 
the injection of dye into the main water-flow, as shown in the 
sequence of photographs of Figs. 3(c) and 3(d). Also it was 
observed in the experimental runs that the ice-transition 
position at steady-state condition will tend to approach the 
inlet of the test section by increasing the values of cooling-
temperature ratio 8C. 

Criterion for Two Types of Ice Formation. As a result of 
the present experiments, the main parameters that are relevant 
in correlating and evaluating the type of the ice formation 
were found to be the Reynolds number Rew and the cooling 
temperature ratio 6C, which is defined as 

ReH=2HU<x>/va (1) 
6c = (Tf-Twc)/(T^-Tf) (2) 

It was generally found that the transition ice-formation 
type occurred at relatively low values of Rew and high values 
of 6C, while the smooth ice-formation type occurred at higher 
values of ReH and lower values of 6C than the transition ice-
formation type. In order to determine the criterion for these 
two types of the ice-formation, the data obtained in the 
present experiments are given in dimensionless form in Fig. 4. 
In Fig. 4, Reynolds number Rew was plotted as a function of 
the cooling-temperature ratio 6C for both ice-formation 
regions. 

In Fig. 4, it appears that the criterion for the transition ice-
formation region may be defined as 

Rew/0°-741 < 104 (3) 

while the criterion for the smooth ice-formation region may 
be denoted in the following form 

ReH/0?-741>lO4 (4) 

Transition Ice-Formation Type and Ice-Transition 
Position. As pointed out earlier, when the water flows 
between two parallel plates at certain values of Rew and 9C, a 
laminar boundary layer will form along water-ice interface 
even if the main inlet-water is initially a fully developed 
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Fig. 3(a) Transient development of ice·layer thickness for transition
ic?formallon type at ReH = 1.1 x 104,Oc = 3.5 and H = 30 mm: (1) 10
min p~ssed, (2) 50 min passed, (3) 90 min passed, (4) 210 min passed, (5)
280 min passed
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~Ig. 3(b) Effect of flow and temperature parameters on steady·state,
Ice·layer profile for H = 30 mm: (1) no ice transition throughout test
section Re H = 4.1 x 103, 0c = 3.5; (2) transition Ice·formation type
ReH = 6.6 )( 103 ,Oc = 2.29 and (X',)sl = 86.5 em; (3) transition ice·
formation type ReH =8.2 )( 103, 0c = 3.67 and (X,,)s, = 68.0 em; (4)
transition ice·formation type ReH = 1.1 x 104,Oc :: 3.50 and (X,,)s, ::

49.0 cm; (5) smooth lce·formation type ReH = 2.9 )( 10·, 0c = 3.67

turbulent flow [18, 19], as shown in photographs of Fig. 3(d)
I. From the stand point of hydrodynamics, this laminar
boundary layer is usually unstable and will be changed to a
turbulent boundary layer at a certain position in the flow
passage, as observed in [13, 14]. This transition appears to be
associated with flow separation at the transition point, as
shown in photographs of Figs. 3(c)-3 and 3(d)-3. Therefore,
this separation will give rise to the heat transfer rate from the
water to the ice surface. Consequently, the transition in the
ice-layer thickness will occur at certain position (XI') on , (Figs.
3(c)-5 and 3(d)-5 show that this position will be at about x =
40.0 cm for ReH = 1.9 x 104 and (J" = 7.0), and then it will
move to the upstream until it reaches to a steady-state position
(XIr)S/'

In case of the transition ice-formation type, it was found
that the main parameters influencing the dimensionless ice-

transItIOn posItIOn at the onset and steady-state conditions
were the Reynolds number ReH and the cooling-temperature
ratio (Jr'

From the characteristics mentioned above, it appears that
the dimensionless ice-transition position (XI,/H) at the onset
and steady-state conditions may be evaluated as follows

(XI,/H)on ,(XI,/H)S( = CRe'f-J8~ (5)

where the constant C, a, and b could be determined from the
experimental results.

By using the present experimental results for the three
different values of the heights of 16, 30, and 40 mm between
the horizontal parallel plates, the constants of equation (5)
were determined, and the experimental relation formulae were
written as
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Fig. 3(c) Visual observation of the flow pattern when the dye was
injected althe center of the test section at ReH =1.9 x 104

, Be =7.00,
H = 40 mm: (1) 5 min passed, (2) 10 min passed, (3) 12 min passed, (4) 14
min passed, (5) 15 min passed, (6) 17 min passed, (7) 19 min passed, (8)
28 min passed

Fig. 3(d) Visual observation of the laminar boundary layer pattern at
ReH = 1.9 x 104 , Be = 7.00, H = 40 mm, (1) 5 min passed, (2) 10 min
passed, (3) 12 min passed, (4) 14 min passed, (5) 15 min passed, (6) 17
min passed, (7) 19 min passed, (8) 28 min passed

Heat Transfer Characteristics at Water-Ice Interface. In
order to calculate the local convective heat transfer coefficient
hx along the water-ice interface, an experimental analysis will
be considered for the transiently freezing water along the test

6

2

8
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and

(Xlr/H)sl = 2.46 x 105RejfI.028c-o.113 (7)

Figures 5 and 6 show that equations (6) and (7) relate
reasonably the present experimental results within the scat·
tered values of about ± 20 and ± 25 percent, respectively. The
reason that the power indices in equation (6) and (7) are
different from those in Fig. 5 and 6, respectively, is due to the
fact that the slope of the experimental relation lines in these
figures does not exactly equal one. Also it should be noted
that equations (6) and (7) could be used under the criterion of
equation (3).

It is relevant to consider comparison between the current
results and those of Hirata et aJ. [13]. In [13], the experiments
were carried out under the condition that the water flows
along a uniform temperature flat plate. A comparison using
the ice thickness parameter Q' and onset Reynolds number
Re'\'.on is made in Fig. 7 for H == 16, 30, and 40 mm. As will be
seen in this figure, the present experimental results are
quantitatively different from those of [13]. Of interest is that
most of the data for H = 16 mm decrease below the value of
the correlation line in [13], while the data for H = 40 mm
approach this correlation line. Namely, it can be noted that
the greater H becomes, the greater ex becomes in the almost
region of Rex•on ' Therefore, one can note that the ice·
formation phenomena on a flat plate is a limiting one of a
variety of ice-formation phenomena between parallel plates,
because flow over a flat plate can be attained when the
distance between the parallel plates H approach infinity.
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section plates. The following assumptions were used in the 
analysis: (a) the transient and steady-state ice-layer 
thicknesses along the upper and lower test section plates are 
symmetrical; (b) the axial heat conduction in the ice layer can 
be neglected; and then (c) the variation of the temperature 
within the ice-layer thickness is linear at any position of the 
test section. 

Under these assumptions, the distribution of local heat-
transfer coefficient hx can be written as 

hx = \ ,(7>- Tw^/S^T., - 7» - PiLf(.d5i<x/dt)/{Tx - 7» (8) 
where A, is thermal conductivity of ice layer; ph density of ice 
layer; Lf, heat fusion of ice; /, time; 8iiX, local ice-layer 
thickness; Tf, freezing temperature; T„, inlet-water tem
perature; and Twc, cooled-plate temperature. 

By introducing the local Nusselt number Nuv and the 
freezing parameter Bf, equation (8) may be written as 

Hux = hx2H/\„ = 2HBf/hUx - PfLj^Jdty^T^ - 7» (9) 
where the freezing parameter Bf is defined as 

I 
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Fig. 7 Comparison of the experimental results between flat plate and 
two parallel plates 
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Fig. 8 Variation of ice-layer thickness and local heat transfer coef
ficient for two different ice-formation types 

Br •Tf) (10) Df = \i{Tf-Twc)/\^{Tx- i}) 
When the steady-state condition is established, the term 

(d8ix/dt) in equation (9) will disappear. Then the local Nusselt 
number can be expressed in the form 

mx = 2HBf/(8iJs, (11) 
where (8iiX)s, is the local ice-layer thickness at the location x 
for the steady-state condition. 

The typical convective local heat transfer coefficient hx 
along the water-ice interface corresponding to the values of 
(&i,x)st I o r two types of the ice-formation are presented in Fig. 

Journal of Heat Transfer AUGUST 1984, Vol. 106/503 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 
Z 

3x10 

Eq.(13) 

14 
m/s 

0-10 

014 

0-16 

0-20 

O30 

0 5 0 

0-60 

0-70 

0-80 

1-20 

H 
mm 

l i 1 

— 
— 
— 
m 

a 

a 

— 
E 

B 

H 

30 
o 

e 

(D 

ffl 

e 

e 

o 

o 

s 

— 

40 

— 
V 

V 

V 

V 

V 

V 

— 
— 
— 

2x10 10 

„ 0-3 ~0-5 . . . .-o-i 
-H • u f 

Fig. 9 Relationship of local Nusselt number for transition ice-
formation type 

10" 

8 

6 

3 
Z 

10' 
8 
6 

4 

10' 

Eq.(15), 

m/s 

0-10 
0-14 
0-16 
0-20 
0-30 
0-50 
0-60 
070 
0-80 
1-20 

H 
mm 

16 
— 
— 
— 
ffl 

H 

y 

— 
c 

• 
B 

30 
0 

e 
© 

© 

e 
e 
o> 
c 
9 

— 

40 
— 
V 
V 

V 

•7 
V 

V 

— 
— 
— 

2x10' 6 8 10' 6 8 ,03 

Re' 0-382 D0-637 
Bf - ( V H J j , 

0-127 

Fig. 10 Relationship of mean Nusselt number for transition ice-
formation type 

From an inspection of Fig. 8, it is evident that in case of the 
transition ice-formation type the values of hx decrease 
abruptly at the inlet region of the test section and then 
gradually to the ice-transition position (Xlr)sl, while in case of 
the smooth ice-formation type the value of hx is nearly 
constant throughout the test section except the region near the 
inlet of the test section, thus yielding the characteristics of the 
thermal entrance region. Also it can be seen from Fig. 8 that 
the values of hx for the smooth ice-formation type are higher 
than those for the transition ice-formation type throughout 
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Fig. 11 Relationship of mean Nusselt number for smooth ice-
formation type 

the test section except the region just downstream the ice-
transition position. 

Local and Mean Nusselt Numbers for Transition Ice-
Formation Type. Attention will at first be turned to the 
relationship of local heat transfer coefficient, along the 
water-ice interfce upstream the ice-transition to (X,r)sl. As a 
result of the present experiments, it was found that for the 
range studied the local heat transfer coefficient may be ex
pressed by the following relationship among dimensionless 
groups. 

Nux=XReH,Bf,x/H) (12) 

The experimental heat transfer data for the region upstream 
the ice-transition position are plotted in terms of the 
aforementioned dimensionless groups in Fig. 9. By employing 
the least-square technique, equation (12) may be given as 

(13) 

Equation (13) may reasonably correlate the full range of the 
experimental data for the transition ice-formation type within 
an average deviation less than ±20 percent, as will be shown 
in Fig. 9. The reason that the power indices in equation (13) 
are different from those in Fig. 9 is because the slope of the 
experimental relationship line in this figure is greater than 
one. 

In the present study, the mean Nusselt number Nu„, is 
defined as 

NuA. =0.764 Re?,382 Bf6il(x/H)-°nl 

Nu,„=/!„,2///X0, h„ <l/<*„)„ 0 hydx (14) 

where {Xlr)sl is the steady-state ice-transition position. 
Consequently, the relation equation of the mean Nusselt 
number for the transition ice-formation type may be obtained 
as the following form 

Nu,„ =0.875 Re?;382 B°f
m (Xlr/H)s, - ° 1 2 7 (15) 

Figure 10 shows that equation (15) is in good agreement 
with the present experimental results within an average 
deviation of ± 20 percent. 

Mean Nusselt Number for Smooth Ice-Formation 
Type. Attention will finally be turned to the relationship of 
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the mean Nusselt number, for the smooth ice-formation type 
with both of Reynolds number Rew and freezing parameter 
Br. From Fig. 8, it can be seen that the local heat transfer 
coefficient hx for the smooth ice-formation type will tend to 
take a constant value, except for the region very near the inlet 
of the test section, as pointed out earlier. From all of the 
experimental results obtained for the smooth ice-formation 
type, it is also revealed that there may be the thermal-entrance 
characteristics only in the region of the dimensionless distance 
x/H, ranging from 3 to 5. Consequently, by neglecting the 
thermal entrance effect mentioned above, the values of the 
mean Nusselt number Nu„, for the smooth ice-formation type 
at the steady-state condition are plotted as a function of Rew 

Bj in Fig. 11 and are reasonably expressed in the following 
form 

Nu„, =7.37 x lO"2 ( R e ^ ) 0 6 2 4 (16) 

It appears from Fig. 11 that all of the data obtained for the 
smooth ice-formation type may be well correlated by equation 
(16) within an average deviation less than ±25 percent. 

Conclusions 

According to the experimental results of the present in
vestigation concerning the freezing of water flow between 
horizontal parallel plates, the following major conclusions 
may be drawn: 

1 Although the main flow is initially a fully developed 
turbulent flow, the ice-layer thickness will be abruptly 
changed at a certain location within the water-flow passage 
under the operating conditions given by equation (3). 

2 The main parameters governing the freezing phenomena 
for the present system are the Reynolds number ReH = 
2HU„/vm and the cooling-temperature ratio 6C = (Tf-
Twc)/{T„-Tf). 

3 Two different types of ice-formation are observed to 
exist; the one is the transition ice-formation type and the other 
the smooth ice-formation type. 

4 In case of the transition ice-formation type, the ice-layer 
transition may occur due to instability of the laminar 
boundary layer which will be formed along the water-ice 
interface. The transition position of ice-layer thickness will 
approach the steady-state ones depending on the Reynolds 
number and the cooling-temperature ratio. 

5 The smooth ice-formation type probably occurs because 
the laminar boundary layer nearly vanishes under the con
dition of equation (4), causing the ice-layer thickness to 
become quite thin throughout the water-flow passage. 
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Two-Region Analysis of interface 
Shape in Continuous Casting With 
Superheated Liquid 
A slab ingot is being formed as a continuous casting by withdrawal from a mold 
with parallel walls. The sides of the ingot below the mold are cooled to remove heat 
of fusion and energy transferred to the solidification interface by superheated liquid 
metal in the mold. A two-region analysis is made to determine the non-uniform heat 
conduction from the liquid metal to the interface, and then from the interface to the 
cooled ingot sides. The solidification interface shape is found that is compatible 
with the removal of fusion energy and nonuniform heating from the liquid. The 
solution is obtained by two applications of a Cauchy boundary value method. 

Introduction 

An important metal fabrication technique is the continuous 
casting of an ingot by pulling it from a mold with parallel 
sides while cooling the ingot below the mold to remove heat of 
solidification and energy due to liquid metal superheat. The 
metallic crystal structure is influenced by the heat flows at the 
solidification interface and by the interface shape. By proper 
control, a strengthened composite structure can be formed by 
directional solidification of a eutectic; this has application in 
casting turbine blade sections. The solidification interface is 
an unknown "free" boundary and its shape adjusts to the 
heat transfer conditions. In [1] and [2], the interface shape 
during casting of a slab was analyzed by a conformal mapping 
technique. Since the background of the casting problem was 
given in those papers, it is not necessary to repeat it here. In 
[1] and [2], the ingot interface shape was obtained for the 
liquid metal either at the solidification temperature or 
transferring a uniform heat flux to the interface. The com
plexity of the conformal transformations required in the 
mapping method made it difficult to treat other types of 
interface heating conditions. 

In [3], a Cauchy boundary value method was devised that 
provided a more convenient solution for the problem in [2]. 
This method has been used here to study the effect of liquid 
superheat on the interface shape, and in particular how 
nonuniform heat transfer from the liquid influences 
distortions of a nearly flat interface. Interfaces that are kept 
flat within a certain tolerance are important to form certain 
types of crystal structures as discussed in [1]. The Cauchy 
boundary value method is applied in two parts. First the heat 
transfer in the ingot is analyzed, and the interface shape is 
found to satisfy heat removal from the interface due to the 
latent heat of fusion and a generalized nonuniform heat 
transfer from the superheated liquid. Then for a particular 
type of mold, the Cauchy method is applied a second time to 
obtain the heat conduction from the liquid metal to the 
solidification interface. This result is used in the ingot 
solution to yield the interface shape. 

Analysis 

The geometry is shown in Fig. 1(a) and consists of an ingot 
of width 2a being cast by withdrawal at constant velocity u 
from a mold with insulated sides of height h. Above h, the 
wall is uninsulated, and heat can be added to maintain a 
superheated liquid metal {tt>tf). The liquid transfers a local 

heat flux qt(s) to the solidification interface. For constant u 
the latent heat of fusion to be removed locally along the in
terface is upkdx/ds. To remove heat from the interface, the 
ingot sides below the mold are cooled to temperature tc. At 
the interface, the boundary condition for heat conduction into 
the solid is 

dt 

~dn 

dx 

ds 
(la) 

and the temperature is equal to the solidification temperature 

U = tj (1/;) 

Along the insulated mold sides 

-SOLIDIFICATION 
INTERFACE, SIX, Y h 

• 0 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 22, 
1983. 

Fig. 1 Slab ingot being withdrawn from mold in continuous casting: 
(a) physical geometry; (b) geometry and boundary conditions in 
dimensionless physical plane 

506/Vol. 106, AUGUST 1984 Transactions of the ASME 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(2) 

(3) 

dx 

and along the cooled boundaries 

t = tc 

The boundary conditions for heat conduction in the liquid 
will be given later for determining q/(s). 

The analysis will deal with slow withdrawal rates so that the 
heat transport pucpdt/dy is neglected relative to conduction 
within the ingot of the heat supplied at the interface by both 
fusion and heat conduction through the liquid (see discussion 
in [1]). The temperature distribution in the solid is then 
governed by the heat conduction equation 

- COOLED SURFACE, 

dx2 

d2t 

By2 =o (4) 

The shape of the solidification interface is to be found that 
is consistent with equation (4) and the boundary conditions 
(1-3). As discussed in [1], with regard to ingot crystal 
structure, it is desired in some casting processes to maintain a 
nearly planar solidification interface. This analysis will 
examine the effect of the variation of qt(s) on the deviation of 
the interface from being flat. 

Solution Method Using Potential Plane. Heat transfer is 
first considered for the solid; the liquid will be treated in a 
later section. The temperature is expressed in terms of a 
potential $ (see Nomenclature) and all lengths are non-
dimensionalized relative to 7. Then within the solid 

d2$ a 2* 

-JX2~ + -3W=° (5) 

At the solidification interface the q,(s) is dividend into a 
uniform component q, and a spatially varying component F{s) 
so that from (la) 

3* 

$: 

dX 

= 0 

up\ 

F(S) 

iip\ 

at the cooled boundaries 

* = 1 

and at the insulated mold sides 

a * 
dX 

= 0 

(6a) 

(6b) 

(7) 

(8) 

(see Fig. 1(b)). For conditions that will yield rather flat in
terfaces, theF(s) is small compared with up\+qh 

SOLIDIFICATION 
INTERFACE, 
* - 0 

SOLIDIFICATION 
INTERFACE, 
4 , - 0 

Fig. 2 Regions in potential plane: (a) solid region; (b) liquid region 

Equations (6i>-8) show that the ingot is bounded by two 
constant $ boundaries and two boundaries normal to the $ 
lines; hence the region occupies a rectangle in the ¥ - ^-plane 
as shown in Fig. 2(a). The coordinates ^ is a heat flow 
function orthogonal to $. In [3], a method was given for 
obtaining the unknown interface during ingot casting with the 
liquid metal not superheated. The solution was obtained by 
solving for X and Y in terms of ¥ and $ as independent 
variables. Let the X and Y values along $ = 0 in Fig. 2(a) (the 
solidification interface) be denoted as Xs(ty), Ys(¥). If these 
functions of ^ were known, then throughout the rectangle the 
.Yand Y are equal to 

X(V,$) = ReXs(V + i$)-lmYs(y + i$) (9a) 

}"(¥,*) = ImX i (^ + /*) + Rey , (^ + /$) (9b) 

Nomenclature 

A = dimensionless parame
ter and dimensionless 
length, aup\/ks(tf-
tc) = a/y 

a = half-width of slab ingot 
,B„,C„ = coefficients in Fourier 

series 
D„ = coefficients in Fourier 

series 
F = liquid heat flux vari

ation 
h = height of insulated 

mold; H=h/y 
k = thermal conductivity 
n = outward normal to 

interface 
q = heat flux 

Qi = 

t 
u 

x,y 

uniform portion of 
liquid heat flux at in
terface 
coordinate along in
terface 
temperature 
casting velocity of ingot 
coordinates in physical 
plane; X 

* = 

¥ 

density of solidified 
material 
potential function in 
solid, (tf- t)/(tf- tc) 
potential function in 
liquid, (t,-tf)/(tf-tc)\ 
<S>i,=(th-tf)/(tf-tc) 
heat flow function 
orthogonal to $ 

XS,YS = coordinates of solid
ification interface 

Greek Symbols 

y = length scale parameter, 
ks(tf-tc)/up\ 

X = latent heat of fusion per 
unit mass of solid 

Subscripts 

c = 
/ = 

/ = 
m = 

5 = 

at cooled boundary 
at solidification tem
perature 
liquid 
maximum value 
at solidification in
terface; solid 
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Interface Shape for Arbitrary Heating Variations at In
terface. Before considering the coupled liquid-solid 
solution, consider how the interface responds to a generalized 
F(S) heating function that is symmetric about the F-axis. 
Since small deviations from a flat surface are being analyzed, 
the dX/dS is approximated by unity. The heating function in 
equation (6a) can then be expanded into a Fourier series 
(compatible with the liquid conduction solution found later), 
and a Cauchy-Riemann equation is used to change the * 
derivative to a ̂  derivative; this yields from (6a) 

To find the B„, apply the conditions that * = 1 and X-
along boundary 3-4. Then from equation (16a) 

Hi BnSi 
y . nir A ^ 

sin«7r——sinh = — A +A —— 
x n, x »>j x in 

A A C„ . * , nw 
>, —sin«7r cosh-

ir(up\+q,) £?! n *,„ 1 n 
(17) 

~dX 
1 + 

Qi 1 

iipK up\ „ Ec. n-wX, 

Using 0 < ̂  < ̂ ,„ along 3-4, t heB„ can be found from (17) in 
the usual manner of determining Fourier coefficients 

cos-

Since * = 0 along X= 0, integration yields along S 

/ Qi \ 1 A A C„ . nirX, 
y(Xs)=-{\+-^-)Xs- — 2J — si s V up\) up\ w ™, n ip\/ 

At the side wall Xs 

equal to 

(10) 

(11) 

B„ 
A 

•K 
1 + 

flsinh-
2(up\ + cji) 

cosh
er' 
1 n 

(18) 

x n 

p\ -K ,f"~, n A 

A the ^ has a maximum value, ̂ m , 

• - 0 + & > 
Then equation (11) becomes 

* x* 1 V 1 C» 
•K ,fr, n up\ + q,' 

Xs 
A 

nirX, 

(12) 

(13) 

It is convenient to express the local height of the interface as 
the distance from the bot tom edge of the mold, Ys- V,, 
where y 3 is found from equation (16b) at ¥ = iSrm and * = 1. 
Then by substituting equation (18) into equation (166) 

Ysm-Y3 = j _ 
A. Mr m 

2 1 
— In2+ — 

•K 7T 

c„ 1 

n=\ Up\+Qi nir 

wsinh-

( - 1)" - cosh—-—cos« 
x it "T-J (19) 

* 

n = l «1T 

nsmh 
1 , » 

COSflTT-
1 n 

• - ( - ! ) " « ? - ](" <1 

For the condition of small spatial heating variations, 
C„ / ( w p \ + <?/)< < 1 and the zeroth order approximation to 
equation (13) is Xs/A~ —¥/¥,„. The summation in (13) is 
small relative to the other terms, so the zeroth approximat ion 
can be made in the summation to yield second order accuracy. 
Then solving for Xs 

xsm 
x m 

1 E l -sin«7r-
x m 

(14) 
„ = 1 n upX + Qi 

( - 1 < * / * , „ < l ) 

This provides the Xs(^) needed for the solution in equations 
(9). 

The unknown Ys(ty) is represented by a Fourier series 
expansion as in [3] 

GO _ 

Ysm = B0+ l ] 5 „ c o s « 7 r — - (15) 
n - 1 * m 

Equat ions (14) and (15) are substituted into (9a,b) to yield 

Equat ions (14) and (19) determine the solidification in
terface. The ty,„ is related to physical quantities by equation 
(12). With ^„ , and Cn/(up\+q,) specified as parameters, 
various ^f/^fm from 0 to 1 are inserted to compute the in
terface shape. Results are given in Fig. 3 and will be discussed 
later. 

Two-Region Problem. In the previous section, the spatial 
variation of heating of the interface by the liquid was con
sidered to be a known function. This function will now be 
obtained for a two-region geometry as shown in Figs. 1(a) and 
1(b). The vertical walls above the insulated mold are heated to 
th > tf. Convection in the liquid is neglected, so heat is 

* A 
X(y,$)=-A + ,_, 

ym -n(up\ + qi) „r*i n 

A C„ * * 
2 ^ —sinfl7r-—cosh«7r * 

+ 1 J Bn smn TT smh« ir 

* A 
r(*,*)= - A — + 

*,„ ir(upr\ + q,) 

/ . COS/77T Sinh/J7T 

n~ 1 " m x m 

V 

06a) 

(166) 

Bncosmr-~— cosh«7r 
n ^ 1 m x m 

Fig. 3 Effect on interface shape of heating by liquid in the form, 
q) + C) cos(7rxs/a) 

5 0 8 / Vol. 106, AUGUST 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transferred by conduction through the liquid metal from the 
heated boundaries to the solidification interface. For the cases 
of interest here the interface is down within the mold so that 
the heat flow paths through the liquid depend primarily on the 
height-width ratio hf/a and are influenced only in a very 
secondary fashion by the small interface curvature. Hence to 
determine q/(x), the interface is allowed to be flat. In the 
liquid at the interface qt(x) = kl(dti/dy)s. Putting this in 
dimensionless form and using a Cauchy-Riemann equation 
yields 

3$, 3¥, 

~dX 
A 

iip\ 
(20) 

Let the unknown relation between Xs and ^ be represented 
by a Fourier series; then 

* / * / 
XsWi) = A^r~+ H, Dn^nnw-^~ (21a) 

^ l,m n=\ ^l,m 

* , ( * / ) = 0 (216) 

Note that Xs = 0 at ¥ , = 0, and Xs = ±A at * , = ± •* , ,„ ; the 
¥,_„, is unknown at this point. 

Equations (21) are substituted into equations (9) to obtain 
Xand Yin the rectangle of Fig. 2(6) 

y(*„*,) = A 
*/ . , 

EA, A -sinh«7r-
* 

(226) 
l,m 

Along boundary 10-11, $, = $,,, X=A and ¥ , goes from 0 to 
¥/_„,. Using equation (22a) the £>„ are found as Fourier 
coefficients in the same fashion as the B„ in equation (18) 

2A 1 
(23) D„ = 

IT «COSh(«7T$A /¥/_„,) 

The unknown *,_„, is related to the height Ht of the mold 
above the interface. The Ht will be needed to relate it to the 
known height / / i n Fig. 1(b). From point 10 in Figs. 1(b) and 
2(b), the Hi =Y (ty, ,„,$/,); then from equations (226) and 
(23), after rearrangement to improve convergence 

A 
A 
•9,. 

2-\xm 
•K L 

(—1)" e-2'""**/*/,/ 
• 2 E ] + e - 2 » . * | , / * | 1 * ] (24) 

This will be used later to determine ^ / m from the mold 
geometry. Note that ¥,_„, only appears in the ratio */,/¥,_„,. 

The heating at the interface by the liquid, q/(Xs), is given by 
equation (20). The d^t/dX\s is found from Xs obtained by 
evaluating equation (22a) at $/ = 0 with D„ from (23) 

Xs 
A 

A 1 sin(n7r^//^A,„) 

n cosh(«Tr*/,/•*/,„) 
(25) 

Now consider the solid region. The interface boundary 
condition for the ingot is from equations (10) and (20) 

d* 

dX 
= 1 + - = 1 + A a * , 

~dX 
(26) 

q,(X) 

upk 

Integrating from ^ = 0 to "%,„ as A'goes from 0 to ~A yields 
the maximum value ~im in the solid (note that at X= -A, 

A = 1 + A ^IbUL 
A k, A $,, 

(27) 

To find Xs(ty) for use in the solution in equations (9), 
equation (25) is differentiated to obtain dX/d^i I s, this is 
inserted into equation (26), and the result integrated to obtain 

* = -XK 
AlL 
k, A \ : 

dX 

1 + 2 E 
cos(n *•¥//¥/,,„) 

cosh(n-w^h/^i<m) 

-(28) 

As will be shown in Table 1, for mold heights H/A such as 2 
or 3, the $;,/*/„, obtained from equations (24) (and (33) given 
later) are greater than about 1.5 so that cosh (nir$h l ^ / m ) is 
large. The summation in (28) is thus dominated by the first 
term, which is much smaller than unity and can be brought 
into the numerator by (1 + e)x =1 -e for e< < 1 . After in
tegration, rearrangement and use of equation (27) 

X, * . k, ¥,_„, 1 [*s cos(7rV*, i m) dx ( 2 9 ) + 2-
* » A 

1 ?X: 

4 JO COSh(7T*A /*, , ,„) 

Since the cosh terms in (25) and (29) are large, the zeroth-
order approximations are that Xs/A = ^ / / ' ^ / ,„ and XJA = -
"f/"$,„. These approximations are used in the integral of 
equation (29) to generate the next order approximation; this 
yields little error (accurate to second order) since the integral 
term is small 

X(9,,$i) = A - ~ + J^D„smmr—-coshrtTr—— (22a) XsW 
r V 9m)' 

sin(if$r/tym) 
(30) 

A *,„ K V ¥ „ , / cosh(7r* / l/* /m) 
Equation (30) is now compared with equation (14) in the 

solution for general nonuniform heat addition at the in
terface. The equations are of the same form where 

C, / A \ 1 
' — = - 2 ( 1 1 (31) 

up\+q, V ¥,„ / cosher*,,/*,,,,,) 

and C„ = 0 for n > 2. The yj(*)-coordinates are then obtained 
directly from equation (19) as 

YSW-Y3 = J^ 2 f . . /. A 
A *„ + 

2 ( ( A 
— - I n 2 + ( l - — -

1 
COSh(7T$ ; , /* / > m ) 

+ cosh(Tr/,Ir
m)cos(ir^'/^„ 

sinh(7r/^,„) 

COS«7T-

« = i nir 
nsmh 

1 / j 

- ( - l ) » e - ) (32) 

To obtain the average height Hs in Fig. 1(6) 

/l 4̂ Jo A -dx~i Ys(?/9m)-Y3 
d(*/*,„) 

which gives 

/I 
~ + A f_in2+(l_ A ) 1 

cosh(7r*/, /*,_,„ )sinh(7r/\E'„,) 

n=l 

( - 1 ) " e-'"1"7*/; 

n sinh(/?7r/*,„). 
(33) 

To calculate interface shapes the parameters k,/ks, <&;, and 
A are chosen. Then a trial value of ^h/^lm is selected and 
Z/,A4 is calculated from equation (24), and ^,„ from (27). The 
Hs/A is then obtained from (33) and H/A=H,/A+HS/A. 
Various */,/^/,,„ are tried until the desired H/A is obtained. 
Then ~i/^/m values from 0 to 1 are inserted into equations (30) 
and (32) to obtain the interface coordinates. Results are given 
in Fig. 4 and the corresponding parameters are in Table 1. 
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Table 1 Parameters and results 
** 
0.5 
0.5 
0.5 
1.0 
1.0 
1.0 
0.5 
0.5 
0.5 
0.5 
1.0 
1.0 
1.0 
1.0 

A 

0.4 
0.6 
0.8 
0.4 
0.6 
0.8 
0.4 
0.6 
0.8 
1.0 
0.4 
0.6 
0.8 
1.0 

*/,/*/,„, 

1.5134 
1.7537 
1.9404 
1.8281 
1.9815 
2.1071 
2.2703 
2.6187 
2.8588 
3.0300 
2.6068 
2.8347 
3.0048 
3.1353 

0.7304 
0.8851 
1.0577 
0.9470 
1.1047 
1.2746 
0.6202 
0.7909 
0.9749 
1.1650 
0.7836 
0.9528 
1.1328 
1.3190 

Fig. 4 Interface shapes for two-region solution: (a) insulated mold 
height, hla = 2; (b) insulated mold height, hla = 3 

for two-region analysis; kt/ks = 1 
H,/A 

1.0722 
1.3124 
1.4991 
1.3868 
1.5402 
1.6658 
1.8290 
2.1774 
2.4175 
2.5887 
2.1655 
2.3934 
2.5635 
2.6940 

Hs/A 

0.9278 
0.6876 
0.5009 
0.6132 
0.4598 
0.3342 
1.1710 
0.8226 
0.5825 
0.4113 
0.8345 
0.6066 
0.4365 
0.3060 

H/A 

2.000 
2.000 
2.000 
2.000 
2.000 
2.000 
3.000 
3.000 
3.000 
3.000 
3.000 
3.000 
3.000 
3.000 

Results and Discussion 

In the first section of the analysis, the shape of the 
solidification boundary was obtained for heating at the in
terface by the superheated liquid in the form 

Qi + \t C„cos(nirxs/a), 

which was assumed known from an auxiliary analysis or 
experiment. The interface coordinates, nondimensionalized 
by the ingot half-width, are given by equations (14) and (19), 
and they depend on the parameter ¥,„ = a{up\ + q,)/ks(tj - tc) 
and the coefficients Cn/{up\ + qt). To illustrate the results, 
interfaces were calculated for a single cosine variation (C„ = 0 
for n j* 1) and results are in Fig. 3. 

First consider the curves where C{ = 0 and hence the heating 
from the liquid is uniform over the interface. The results agree 
with [1] where that special case was analyzed; the analysis was 
carried out here by an entirely different method. For small 
¥,„, associated with slow withdrawal rates u and small liquid 
heating qh the interface position is high within the mold. As 
the withdrawal rate or heating is increased, the interface drops 
down to provide the required smaller resistance for heat flow 
to the cooled boundaries. The interface becomes curved, 
being lower in the center; the interface is a constant tem
perature boundary and its shape adjusts to be normal to the 
heat flow lines. 

For a positive C,, there is nonuniform heating along the 
interface with larger heating in the central section. This causes 
the interface to dip down more in the center so that the ad
ditional heating in this region can be conducted to the cooled 
ingot sides. 

A negative Cx has the opposite effect; the decreased heating 
in the central region raises the solidification interface in the 
central portion, thus counteracting the central depression 
associated with ingot withdrawal. This is desirable for casting 
processes in which the interface is to be kept flat. By having a 
negative C, heating distribution, the withdrawal rate could be 
increased and still have a flat interface. For example, when 
C, =0, the interface is quite flat for ^, , ,=0.6. By having 
nonuniform heating with C, = - 0 . 1 or - 0 . 2 , the interface is 
kept flat while ^m is increased; if the average heating com
ponent q, can be kept small (note that q, must be 

oo 

since qt is positive for all xs), this would permit an increase in 
ingot withdrawal rate u. The heating distribution could be 
supplied by a heating grid in the liquid above the interface. 

To obtain a flat interface, equation (15) shows that B„ =0 
so that from equation (18) the heating coefficients are 
C„/[up\ + ql) = - 2/cosh(nir/-$!„,). For the one-term ap-
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proximation (Fig. 3) this yields, for example, 
Cl/(up\+q/)= -0.079 and -0.173 to yield a flat interface 
for ¥„ ,=0.8 and 1.0. 

Now consider the two region analysis for the conditions in 
Fig. 1. The mold walls above height h are heated to th and 
energy is conducted through the liquid to the solidification 
interface. The interface coordinates are given by equations 
(30) and (32), and their evaluation is outlined in the analysis. 
Results were carried out for two insulated wall heights, 
h/a = 2 and 3, and the interfaces are in Fig. 4. The con
ductivity ratio is ki/ks = \, and values for other ratios are 
easily carried out as the series generally converge rapidly. Less 
than five terms were needed for the calculations here. The 
significant quantities for the cases shown are in Table 1; all of 
the $/,/¥/,„ are large enough so that the restrictions in the 
analysis are valid. 

Each part of Fig. 4 has curves for the two temperature 
ratios, *;, ={th-tf)/(tf-tc) = 0.5 and 1.0. For comparison, 
results from [1] are shown for $,,=0; in this instance, the 
liquid is all at tf, and the interface is not heated by the liquid. 
Increasing ih causes the interface to move to a lower position 
in the mold in order to transfer away the additional energy 

supplied by conduction. Increasing A=aup\/ks(tf-tc) has 
the same effect, since this corresponds to an increased amount 
of solidification energy that must be removed. The two-region 
analysis predicts how the factors such as liquid heating, 
casting rate, and insulated mold height influence the interface 
shape and location within the mold. The analytical results can 
be easily evaluated for other values of the parameters than 
those shown. The solution shows how the interface in con
tinuous casting adjusts itself to accommodate to the various 
parameters that can be used to regulate the solidification 
process. 
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A Numerical Heat Transfer 
Analysis of Strip Roiling 
The lack of a practical mathematical model to simulate thermal behavior of the 
metal rolling process has forced mill operators and designers to rely on plant ex
perience and testing, which is time consuming and expensive. An effective finite 
difference model has been developed to study the temperature profiles of the work 
roll and the strip. Several finite difference techniques have been successfully em
ployed to cope with the special characteristics of the rolling process, such as very 
high velocity, high temperature variation in a very thin layer, curved boundary, and 
bimaterial interface. Typical rolling conditions were analyzed to provide tem
perature information on the roll and strip. Both cold and hot rollings were con
sidered, and the effect of changing velocities was also studied. Good correspon
dence is found when present results are compared with either analytical solutions 
under simplified rolling conditions or measured data. 

Introduction 

The metal rolling process involves extremely high pressures 
and velocities, which create a large amount of heat from 
deformation and friction. The adequate cooling of the roll 
and the rolled products is of considerable concern to mill 
designers and operators. Improper or insufficient cooling not 
only can lead to shortened roll life, due to spalling caused by 
thermal stresses, but it can also significantly affect the shape 
or crown of the roll and result in buckled strips or belted 
edges. In order to study the influence of cooling practices on 
the roll and strip, a good understanding of the thermal aspects 
of the process is essential. Also, knowledge of roll and strip 
temperatures can contribute to insights about the 
metallurgical structure of the workpiece and the lubricant 
behavior, and eventually lead to better control of the material 
properties and surface conditions. 

Considerable work has been done on modeling the thermal 
behavior of the rolling processes. The scope of the work 
ranges from a highly simplified approach yielding ap
proximate closed-form solutions [1] to complex numerical 
methods giving more accurate predictions [2-6]. In the 
numerical approaches, Parke and Baker [2] developed a two-
dimensional (plane), finite difference model to investigate 
transient roll behavior. Without presenting details, Poplawski 
and Seccombe [3] reported that they extended the plane model 
to include a third dimension. Wilmotte and Mignon [4] 
studied the mean axial temperature variation to the roll 
through an axisymmetric finite difference approach. On the 
other hand, Zienkiewicz, Onate, and Heinrich [5] predicted 
the strip temperature by using a finite element technique. 
Lahoti, Shah, and Altan [6] developed a model that included 
the strip and also a small wedge of roll. 

Most of the foregoing models [2-5] simulated either the roll 
or the strip alone. However, the rolling process involves the 
deformation heat generated in the strip, the friction heat at 
the roll-strip interface, and the heat removed from the rolls 
by coolant and ambient air. Therefore, the strip and the roll 
should be considered together. Although Lahoti et al. [6] 
considered the strip and the roll together, they did not model 
the portion of the roll where cooling impinges; therefore, their 
model cannot be used to study the influence of changing 
cooling practices, and an artificial condition must be assumed 
along the radial boundary of the portion. Moreover, their 
finite difference formulation requires an orthogonal type 
mesh, but the mesh actually was arranged nonorthogonally in 

the deformed strip region. Current numerical models are, 
therefore, either inefficient or have distinct limitations. 

The purpose of this study was to effectively analyze the 
thermal behavior of the rolling process by considering the roll 
and strip simultaneously. A Eulerian formulation was em
ployed in order to minimize the number of grid points 
required. An upwind differencing scheme was selected to 
overcome the numerical instability resulting from the high 
velocity involved in the rolling process. Also, a generalized 
finite difference scheme was employed to allow use of a 
nonorthogonal mesh in the deformed strip region and the roll-
strip interface area. Typical rolling conditions have been 
investigated. Both cold and hot rollings were considered, as 
was the effect of changing velocities. 

Formulation 

As observed for long and wide strip rolling [1, 3, 7, 8], the 
mills often operate near quasi- or cyclic steady-state con
ditions and the axial heat flow is usually not significant. In the 
present analysis, the cyclic steady-state and planar sim
plifications will be employed to analyze both the work roll 
and strip. 

Work Roll. With respect to a fixed Eulerian reference 
frame, the basic equation governing the temperature field T 
for a homogeneous and isotropic roll is 

u/a dT/dd = d2T/dr2 + l/rdT/dr+l/r2d2T/d62 (1) 

where r and 6 are the radial and circumferential directions, 
respectively; co is the angular velocity; and a is the thermal 
diffusivity of the roll. 

In general, a thin liquid/scale film is presented at the 
roll-strip interface. Since tremendous rolling pressure builds 
up in the interface, the film is very thin, on the order of 
microns [10]. Therefore, in the present study, the thermal 
resistance of the film can be neglected and the surface tem
peratures of the roll and of strip approach the same value: 

T\br = T\bs (2) 

where subscripts br and bs represent the roll and strip 
boundaries, respectively. Also the net interface heat flux into 
the strip and the roll must equal the heat generated by fric
tion, i.e., 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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1983. 

where d/dn represents differentiation along the normal of the 
strip boundary (positive outward); k and ks are the thermal 
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(Bite) 

Fig. 1 Roll mesh boundary conditions for simplified rolling process 

conductivities of the roll and strip, respectively; and qf is the 
friction heat generated at the interface. The boundary con
dition for the remaining portion of the roll circumference is 

- kdT(R,d)/dd = h(6)( T(R,d) - Tm } (4) 

where h is the heat transfer coefficient or the contact con
ductance, representing the heat loss by convection to the 
coolant or by conduction to the backup roll; T„ is the am
bient or the backup roll temperatures; and R is the radius of 
the roll. 

Since the roll is rotated rapidly, and all temperatures vary 
within a very thin layer near the surface, only the thin layer 
needs to be modeled. The interior boundary condition 
becomes 

dT(R-5,d)/dr = 0 (5) 

here 8 is the depth of the skin layer. 
Following an order of magnitude analysis of individual 

terms in equation (1), 8/R can be found as a function of the 
Peclet number Pe, R2u/a. Alternately, following Patula [9], 
6/7?<4.24/VPe, when VPe> >0 , a condition satisfied in 
most commercial strip rolling. Based on a numerical study 
[11], 5/.R = 7/VPe is large enough for the numerical model 
and is used in the analysis. 

The governing equation, equation (1), is approximated by 
using second-order central differencing for the conduction 
terms (right side) and first-order upwind differencing [11, 12] 
for the convection term (left side); the latter eliminates the 
numerical instability resulting from the high Peclet number. 
Since at the interface region, the mesh needed in the roll 
should match with that of the strip, the differencing equations 
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Fig. 2 Roll temperature for simplified rolling condition 
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Fig. 3 Typical mesh for strip and interface region 

that allow a nonuniform mesh in the ^-direction are adopted. 
Solution of this difference equation has been carried out by an 
iteration (successive relaxation) scheme. 

To illustrate some specific thermal behaviors of the work 
roll, a simplified rolling process that a rotating roll is sub
jected to-constant heat input (^0) over 10 deg of the cir
cumference and uniform convective cooling (h0) is applied 
over the remaining a rea- i s first studied (Fig. 1). This 
problem has recently been solved analytically by Patula [9]. 
Because the skin depth is very thin for the Peclet numbers of 
interest, the parameters R, co, a, k, and h0 can be combined 
into a single dimensionless group, Bi/VPe, where Bi is the 
Biot number, h0R/k. Then the temperature profiles become 
identical in a plot of the normalized temperature, (T-

Bi 
e 
h 

k 
l,m 

n 

Pe 

= Boit number (= hR/k) 
= deformation heat density rate 
= convective heat transfer 

coefficient 
= thermal conductivity 
= distances in the x- and y-

directions, respectively 
= outward normal to the 

boundary 
= Peclet number ( = /?2 to/a) 

9/ = 
r = 

R = 
t = 
T = 

u,v = 

V = 
x,y = 

a = 
8 = 

friction heat flux 
radial coordinate 
radius of the roll 
strip thickness 
temperature 
velocities in the x- and y-
directions, respectively 
roll surface velocity 
Cartesian coordinates 
thermal dif fusivity 
skin layer depth 

6 = circumferential coordinate 
co = angular velocity of the roll 

Subscripts 
br = roll boundary 
bs = strip boundary 

/ = neighboring points 
n - neutral plane 
s = strip 

°° = ambient condition 
0 = uniform or original quantities 
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Table 1 Operational parameters for Coil 45 [3] 

Fig. 4 Neighboring point arrangment of generalized finite difference 
scheme 

T„)/(g0/h0), against (R - r)/8 for any fixed Bi/vPe, which 
will certainly simplify further parametric study. 

The normalized roll temperatures obtained by the present 
numerical scheme and by the analytical approach [9] are 
compared in Fig. 2 for the Bi/VPe = 0.1 and 1.0, the con
ditions at which most modern mills operate. A 11 (radial) x 
72 (circumferential) uniform mesh is used. The dimensionless 
parameter Bi/VFe can be regarded as the Biot number based 
on the skin depth, h08/k. Also the accuracy of the numerical 
results for the scheme used is dependent on Bi/VPe r a t h e r 
than on the Peclet number alone, which was reported in other 
analysis using the upwind scheme [12]. As shown in the 
figure, the finite difference results follow the analytical 
solutions very well for the mesh used. 

Strip. During rolling, the temperature changes within the 
strip result from the heat generated by the work of defor
mation and by the friction between roll and strip interface. 
The governing equation for heat flow in the x and .y-directions 
(Fig. 3) for a moving medium is 

udT/dx+ vdT/dy = as(d
2 T/dx2 + d2 T/dy2) + eas/ks (6) 

where u and v are the velocities in the x- and jy-direcitons, 
respectively; as is the thermal diffusivity of the strip; and e is 
the deformation heat generation rate. The velocity 
distributions u and v used in the study are obtained by 
assuming u= Vrt„/t, where Vr is the roll surface velocity; tn is 
the thickness of the strip at the neutral plane (where the strip 
and roll velocities are equal); and t is the thickness of the strip. 
When the continuity equation is satisfied, then 
v=Vr(t„/t2)(dt/dx)y. 

Since the strip velocity (or, more precisely, the strip Peclet 
number (Vrt„/as) is high, the conduction term, d2T/dx2, 
becomes small in comparison with the convection term, 
udT/dx. Thus the temperature at a short distance upstream of 
the initial contact point should be the initial strip temperature 
T0. The boundary condition at some distance downstream 
(e.g., the contact length) from the exit contact point may be 
assumed to be dT/dx = 0; i.e., the temperature variation in the 
x-direction should no longer be sensitive to the location of the 
boundary. 

The strip has a curved boundary associated with a very 
complicated interface condition, and here a nonorthogonal 
mesh is convenient. Therefore, a generalized finite difference 
(GFD) method is used. This method has been successfully 
applied to many heat transfer problems [13, 14], It calculates 
the needed derivatives by using a two-dimensional Taylor 
series expansion about a point (x0,yQ) up to second-order 
terms. One has 

Strip material: 
Roll material: 
Coolant: 
Entry gauge: 
Exit gauge: 
Roll speed: 
Forward slip: 
Strip width: 
Work-roll diameter: 
Total input energy: 
Strip entry temp.: 

Mild Steel" 
Cast Steel" 
Water 
0.15 cm (0.0589 in.) 
0.114 cm (0.045 in.) 
1146.6 cm/s (2257 fpm) 
0% 
63.5 cm (25 in.) 
50.8 cm (20 in.) 
3694 kW(4954 HP) 
65.6°C(150°F) 

(7) 

"Both roll and strip have the following thermal properties: 
Thermal conductivity: 0.4587 W/cm-°C 
Thermal diffusivity: 0.1267 cm2/s 

T= T0 + (dT/dx)0l+(dT/dy)0m + l/2(d2 T/dx2)0l
2 

+ l/2(d2T/dy2)Qm2 + (d2T/dxdy)0lm 

whereT=r(x,.y), T0 = T(x0,y0), I =x-x0, andm=y - y 0 . 
Five independent equations, similar to equation (7), can be 
obtained by using five arbitrarily located neighboring points; 
ixi,yi),i=l 5 are shown in Fig. 4. Letting 
Ti = Tj(Xi,yj), one has l , = x , - x 0 and m, =>>,• -yo- The five 
spatial derivatives 377dx . . . . d2T/dxdy at point (x0,y0) can 
be computed in terms of the functional values at the five 
neighboring points, Tt T5. Substituting these ex
pressions into the governing equation (equation (6)) yields an 
algebraic equation for the temperature of the point of interest 
in terms of the five neighboring points. The advantage of this 
method is that it allows use of a nonorthogonal mesh chosen 
for compatibility with the shape of the strip-roll interface. 

However, when (x0,y0) is a central point (Fig. 4), solution 
of these GFD equations, like their central difference coun
terpart in the conventional finite difference (CFD) method 
used for modeling the work roll, displays nonphysical spatial 
oscillation at a high Peclet number. Following a remedy 
similar to that used in the CFD method, one-sided ap
proximations are used for the convection terms to achieve 
numerical stability. A detailed description of this method can 
be found in [14]. As indicated in this reference, very good 
accuracy can be achieved for a reasonably fine mesh at very 
high Peclet numbers. 

Heat Generation by Plastic Deformation and Friction. In 
principle, information on heat generated by plastic defor
mation and friction can be analytically predicted [1, 3, 5, 6] or 
directly measured [1, 3, 15]. However, the greatest un
certainty in the analytical approach is in modeling friction 
behavior, which still is not completely understood. This 
uncertainty greatly affects predicting not only the friction 
energy but also the neutral point and consequently the 
velocities and the deformation heat generation rate. As 
pointed out in a recent study of aluminum rolling [16], based 
on the Coulomb friction law, the numerical predictions of the 
roll separating force can match the measured data reasonably 
well, but there is more than a 100 percent difference in 
predicted and measured torques (or energies). On the other 
hand, if the torques match well, the difference in predicted 
and measured forces can be more than 100 percent. Because 
of the aforementioned inconsistency, in the present analysis, 
the input data of the heat generated by deformation and 
friction will be obtained from the direct measurements of 
power. The uncertainty in using the measurement approach is 
in allocating the total energy measured to various sources of 
energy consumption. 

Cold Rolling 

As an illustration, a rolling condition recorded from one of 
the Bethlehem Steel's cold tandem mills [3] is analyzed by the 
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Fig. 5 Film coefficient and roll temperature for cold rolling case 

present finite difference scheme. The operational parameters 
recorded are summarized in Table 1. 

In the rolling process, most of the power input goes to 
deform the strip and to overcome the friction resistance at the 
roll-strip interface. The remaining power is dissipated as 
friction energy in the mill stand, particularly in the backup 
bearings. To roll a mild steel at the speed presently con
sidered, Bentz and Roberts [15] found that about 90 percent 
of the total power is consumed in the deformation of the 
workpiece and in the friction loss at the interfaces. In the 
present analysis, we will use this 90 percent estimate and also 
follow Bethlehem's prediction [3] that 6.5 percent of the 90 
percent total power is dissipated as friction heat at the in
terface. Moreover, according to Farren and Taylor's ob
servation [17], for steel, 86.5 percent of the deformation 
energy is converted into heat. Using the foregoing numbers, 
the resulting values of heat generated by deformation and 
interface friction are 2689 and 217 kW, respectively; they have 
also been assumed to be uniformly distributed in the 
deformed region and the interface. 

As indicated in the Bethlehem study [3], the convective heat 
transfer coefficient for a typical water cooling spray varies 
from 0.85 W/cm2 - °C to 3.4 W/cm2 - "C. The heat coef
ficient, as represented in Fig. 5 by a dotted line, varies as a 
half sine curve to simulate both the entry and exit coolings. 
The corresponding strip Pe becomes 1036. The mean value of 
Bi and the value of Pe for the roll are 137 and 2.3 x 105, 
respectively, or Bi/VPe = 0.29. 

As shown in Fig. 3, 45 x 15 mesh was selected for the strip 
in which 20 x 15 was within the bite region; the mesh in the_y-
direction is uniformly distributed over the local thickness of 
the strip, and the mesh is also chosen to match the uniform 
spacing along the circumference of the roll. In the upstream 
region, the mesh is uniform in both x- and ̂ -directions. In the 
downstream region, the mesh spacing is equal in y, but 
gradually increases in x. A 72 (circumferential) x 15 (radial) 
mesh was used for the roll. The roll mesh was refined near the 
bite region to match that used in the strip. 

Based on this mesh arrangement, the computed tem
peratures of the roll and strip are shown in Figs. 5 and 6, 
respectively. The surface temperature of the roll peak or the 
strip exit is 110.4°C, which agrees well with the measured 
value, 112.8°C [3], despite the simplified input assumptions. 
Results based on a mesh with a doubled number of grid points 
in the strip (30 x 20 in the bite region) are also shown in Fig. 
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Fig. 6 Strip temperature for cold rolling case 
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6, as circles which closely agree with those based on the 
foregoing model with less grid points. This agreement in
dicates that in the mesh range considered, the results are not 
sensitive to the mesh and therefore should be reliable. 

Figure 5 indicates that the roll temperature variations are 
limited within a very thin layer, about 1 percent of the radius, 
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Fig. 8 Roll temperature for hot rolling cases 

which is consistent with the associated boundary condition, 
equation (5). The surface temperature rapidly increases at the 
bite due to great heat generated by the friction and transferred 
from the strip. As the roll leaves the bite, the surface tem
perature immediately decreases due to heat convection to the 
coolant and heat conduction into the immediate subsurface 
layer. Although detailed comparison is not possible, in 
general, the foregoing results are similar to the reported 
measured behaviors [3, 8, 18, 19]. On the other hand, Lahoti 
et al. [6] predicted a very uniform temperature along the 
interface and a quite large thermal layer in the roll. Their 
result appears to be distorted by the aforementioned artificial 
boundary condition. 

Figure 6 indicates that while the strip is under deformation, 
the bulk temperatures inside the strip increase continuously; 
this is largely controlled by the deformation energy. On the 
other hand, the strip surface temperaure changes much more 
drastically and is mainly controlled by the friction heat and 
the roll temperature. Because the roll is heavily cooled by the 
coolant, it acts like a heat sink. Thus, as soon as the strip hits 
the roll, its surface temperature drops. Since considerable 
friction and deformation heat are created along the interface 
and transferred from the neighboring sublayer, the surface 
temperature picks up rapidly. 

Beyond the bite (Fig. 6), the strip temperature tends to 
become uniform. In this region, the heat convected to the air 
has been assumed to be negligible. For high-speed rolling, the 
strip temperature behaves parabolically rather than ellip-
tically, as implied by equation (6). In other words, the 
boundary conditions assumed in the downstream region 
should not have a noticeable effect on the bite region. Figure 7 
shows a plot of the heat flux transferred to the roll versus the 
normalized interface location (where x0 and x are defined in 
Fig. 3). The dotted line represents the case currently 
discussed. At the initial contact stage, as anticipated, a very 
large amount of heat is transfered to the roll. In fact, the roll 
surface temperature is about 35°C lower than that of the strip 
(Figs. 5 and 6). To satisfy the boundary condition, equation 
(2), a step change of surface temperature is expected to occur 
at the initial contact point (x = 0) The induced heat flux to the 
roll at x = 0 mathematically could approach to infinite (Fig. 
7). Away from the contact area, the heat flux to the roll in
creases slowly. The corresponding heat flux transferred from 
the strip is the roll heat flux less than uniform friction heat 
flux which is 3.62 kW/cm2 . 
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Fig. 9 Roll temperature near the bite 
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Fig. 10 Strip temperature for hot rolling cases 

It is believed that in those measurement studies previously 
cited [18, 19], the strip initial temperatures were close to that 
of the roll. Therefore, the strip is not expected to have a 
temperature drop at the initial contact stage. However, it is 
noteworthy that at very high rolling speeds, measuring the 
local temperature change in the bite could be a big challenge. 
For instance, for the case considered, the total time that the 
strip passes through the bite lasts about 0.8 ms. A pyrometer 
response time less than a 100 microseconds is required to 
detect this type of temperature changes. For the best com
mercially available pyrometers, the response time is on the 
order of 1 ms. Similarly, in numerical analyses, if the mesh 
used in the bite area is relatively coarse, the temperature drop 
described before could also be difficult to predict. 
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Moreover, in the cited numerical studies, Zienkiewicz et al. 
[5] predicted that the strip surface temperature gradually 
increases in the bite for both cold and hot rollings. Since they 
considered the strip alone, a specified convective boundary 
condition was imposed in the interface region. This did not 
allow a very large amount of heat flux transferring to the roll 
at the initial contact stage and led to a result, as expected, of 
no temperature drop at the interface. Lahoti et al. [6] 
predicted a rather uniform temperature along the strip sur
face, which is believed largely due to the imposed boundary 
condition mentioned before. 

Hot Rolling 
In hot rolling, the strip is normally rolled at elevated 

temperatures at which recrystallization proceeds faster than 
work hardening. In addition, the hot strip is generally rolled 
at thicker gauge and lower speed than that of the cold strip. 
Since the gauges specified in Table 1 are still suitable for hot 
rollings, these gauges will also be used for the hot rolling 
analysis. Two cases are considered. The first focuses on the 
effect of changing the working temperature by raising the 
strip entry temperature to 900°C, which is frequently en
countered in hot rolling. The second case shows the effect of 
changing velocity by slowing the roll speed from 1146.6 to 
573.3 cm/s. The other operating conditions are similar to 
those discussed for cold rolling. 

Figure 8 depicts the roll temperature distributions for the 
two hot rolling cases considered. A comparison of Fig. 8 with 
Fig. 5 indicates that the temperature profile change between 
the hot and cold rollings is mainly in magnitude but not in 
shape. The temperature magnitude is governed by both the 
interface heat flux and the speed. As shown in Fig. 7, at a 
speed of 1146.6 cm/s, the heat flux increases about four times 
from the cold to hot rolling. The corresponding increase of 
temperature is also found to be about fourfold (Figs. 5 and 8). 

Figure 8 shows that, except in the bite region, the roll 
temperature is reduced about 15 percent with the speed is 
slowed 50 percent. As indicated in Fig. 9, the difference in the 
bite region is much smaller. For example, the corresponding 
decrease of the peak temperature is less than 2 percent. The 
temperature decrease due to slowing the speed is mainly due 
to decrease of the heat flux (Fig. 7). Actually, when keeping 
constant heat flux, slowing the speed will increase the tem-
peraure as noted in Fig. 2. Figure 9 also shows that near the 
bite, very large temperature variations are within a very thin 
layer. The layer thickness, consistent with the previous find
ing, is dependent on the speed, or more precisely, the roll 
Pecelt number. 

The strip temperatures for the two hot rolling cases are 
presented in Fig. 10. In the bite region, the strip temperature, 
similar to the roll temperatures, is not noticeably affected by 
changing the speed within the range considered. In the 
downstream region (x>x0), the stip center temperature drops 
faster in the slower strip. By contrast, the surface tem
peratures are not sensitive to the speeds considered. This 
figure also indicates the temperature drop in the initial contact 
stage is much larger than its counterpart for the cold strip, as 
shown in Fig. 6. When the strip entry temperature rises from 
65.6°C to 900°C, the temperature drop increases ap
proximately from 25 °C to 650 °C, reflecting the great increase 
in the temperature difference between strip and roll ahead of 
the bite. The larger the temperature drop in the bite region, 
the greater may be the impact on lubricant behavior. 

Finally, note that for the same amount of thickness 
reduction, the power requirement for hot rolling generally is 
less than that for cold rolling. However, in view of the un
certainty of the friction behavior and the deformation energy 
publications noted before, it was not considered worthwhile 
to explore in the present study either the effects of changing 
friction energy of variability due to deformation energy. 

Concluding Remarks 
The heat transfer behavior of the rolling process has been 

studied for cold and hot conditions. Because the heat 
generation occurs in the strip or at the strip-roll interface 
while heat removal is at the roll surface, both the strip and roll 
should be considered together and analyzed at the same time. 
The results show that the extremely large temperature 
variations are found in both roll and strip near the bite (in
terface) region. Such high temperature variation could create 
very large thermal stresses within the thin layer and in turn, 
controls the rate of roll wear or roll failure. Proper control of 
this stress could significantly extend the roll life [1, 8]. A large 
temperature drop could, also be found in the strip surface at 
the initial contact stage. In hot rolling, for example, the strip 
surface temperature can drop from 900°C, the entry tem
perature, to less than 250°C at the initial contact stage. 

The present study also shows by comparing the present 
results with published findings tht utilize either analytical 
methods or direct measurements that the computational 
scheme used is effective and reliable. However, it is believed 
that the greatest uncertainly in analyses will arise not from the 
numerical scheme, but from the input data, in particular, the 
friction energy, the neutral point (or the forward slip), and the 
heat transfer coefficient of coolant. 
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Condensation Heat Transfer on 
Laminar, Falling Film 
The process of condensation of vapors on a laminar, falling film of immiscible 
liquid is formulated within the framework of certain assumptions for a laminar, 
two-film model. The numerical solutions are presented for a wide range of 
parameters, and it is observed that the dynamics of the falling film has a profound 
influence on the condensation heat transfer rates. The condensation heat transfer 
coefficient is found to be a function of the modified Graetz number, subcooling 
parameter, and the heat capacity ratio of coolant-to-condensate. Further, shorter 
liquid film lengths would yield considerably high condensation heat transfer rates in 
comparison with the Nusselt analysis. 

Introduction 

Studies [1] on direct-contact heat transfer are of paramount 
importance in the design of low-pressure, regenerative 
feedwater heaters for thermal power plants and desalination-
cum-power generation plants. The regenerative, direct-
contact, low-pressure feedwater heaters have the clear-cut 
advantages of higher heat transfer rates, trouble-free 
maintenance, and less initial capital outlay in comparison 
with the conventional heat exchangers. The present state-of-
the art in direct-contact heat transfer investigations is given by 
Sideman [2] in his review article. The breakdown of the 
continuous liquid phase into discrete liquid particles in
teracting with the continuous phase of the relatively cold or 
hot fluid provides more contact area, and this phenomenon 
serves as an augmentative technique for better transport of 
thermal energy from the hot to cold with or without phase 
transformation taking place during the heat exchange. 
Further, in situations where abundant supply of the coolant is 
limited due to geographically arid conditions prevailing at the 
plant location, it is pointed out by Merte [3] that condensation 
of vapors on disintegrated liquid droplets in the jet condensers 
could be a viable proposition to conserve energy and at the 
same time to recycle the preheated feed water. Hasson et al. 
carried out theoretical [4] and experimental [5] investigations 
relating to the phenomena of condensation of vapors on 
laminar liquid jets. Their analysis considered three forms of 
liquid jets, viz., (/) cylindrical, (») uniformly thick, and {Hi) 
fan spray liquid sheets. The experimental investigation by 
Hasson et al. [5] mainly concerned the evaluation of the 
average Nusselt as a function of modified Graetz away from 
the tip of the nozzle for the fan spray jet. Acceptng a random 
error of ± 35 percent, the average Nusselt for condensation 
of steam in the asymptotic region of the fan spray sheet where 
fringes are absent was given as 5, the evaluation of Nusselt 
being carried out taking the hydraulic diameter of the sheet as 
the characteristic dimension. Murty and Sastri [6] investigated 
the problem of condensation of vapors on accelerating liquid 
jets issuing out from a nozzle and the variation of con
densation heat transfer along the jet for various Prandtl 
numbers and subcooling parameters was reported. The 
subsequent instability in the jet would alter the flow con
figuration to droplet breakdown, and the process of con
densation of vapors takes place on the surface of the droplets. 
Tamir and Rachmilev [7] experimentally studied the problem 
of condensation of immiscible vapors on a laminar film of 
water spread over a spherical surface. The average interfacial 
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heat transfer coefficients are arrived at with the aid of a 
theoretical model with certain simplifying assumptions. The 
process of condensation of vapors on droplets was studied by 
Brown [8], Weinberg [9], and Syhre [10]. It is essentially 
observed by all that the average heat transfer coefficients for 
condensation on drops are much higher than those for 
filmwise condensation. Ford and Lekic [11] conducted ex
periments, to observe the rate of condensation of saturated 
steam on water droplets. 

Another possible configuration of the coolant is a thin 
laminar film on a vertical or an inclined surface maintained at 
a temperature lower than the saturation temperature of the 
vapors to be condensed on the coolant film. Various aspects 
relating to the dynamics of the falling films have been in
vestigated in several studies [12-17]. The heat transfer studies 
from the wall surface to the laminar falling liquid films with 
or without evaporation at the vapor-liquid interface drew the 
attention of many investigators [18-21]. 

The present article considers another aspect, viz., the 
condensation of vapors on the surface of a laminar falling 
film of immiscible liquid, and numerical results are presented 
to bring out the influence of various parameters on the 
condensation heat transfer rates. 

Physical Model and Formulation 

The flow of the liquid coolant takes place from a slit in the 
form of a thin film down an inclined plane with a prescribed 
velocity profile at the exit of the slit, i.e., at x = 0. The 
coolant surface exposed to the condensing vapors is assumed 
to be smooth and free from waves, thus excluding the effects 
of surface tension on the condensation heat transfer. Diabatic 
condition of heat flow is assumed at the coolant-condensate 
interface. While solving the condensation of binary-vapor 
mixtures on a vertical surface, it was ponted out [22] that the 
analysis can be accomplished by assuming either a separated 
or a homogeneous flow model. The separated flow model 
consideres the constitutive equations of the two immiscible 
phases separately, with the inclusion of matching boundary 
conditions and the phase transformation peculiarities at the 
relevent interfaces. The homogeneous model is based on the 
averaged physical properties of the two immiscible liquid 
phases. The separated or two-film model is assumed in the 
foregoing analysis. The condensate film occupies a 
preferential segregated position and is essentially distributed 
evenly over the falling immiscible coolant film. The 
phenomenon of breakdown of the condensate film into 
discrete droplets is mainly characterized by the relative 
magnitudes of the molecular cohesive forces and densities of 
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the condensate and coolant films. Such a situation of film 
disintegration of the condensate is precluded in the analysis 
undertaken. The condenser surface (y = 0) is maintained 
under isothermal conditions at a specified temperature T0, far 
lower than the saturation temperture of the condensate, 
corresponding to the system pressure. The conservation of 
energy in the coolant film is accomplished in two successive 
stages. During the thermally developing state, development of 
thermal penetration thickness into the coolant film takes place 
commencing with 5, = Oatx = 0 and ending with 5, = 5[ a tx 
= xx (say). The second stage for x > xx is termed as the 
thermally developed state. During this stage, the enthalpy of 
the coolant rapidly increases due to the condensation of 
vapors taking place. Thus, in the absence of non-condensible 
gases in the quiescent medium of vapors and for the con
figuration shown in Fig. 1, the governing equations can be 
written as follows: 
Conservation of mass in the coolant film 

f h [ *o 
\ pluldy= \ pluldy= m = constant 

Conservation of momentum in the coolant film 

d f'1 IA — PiUJdy^Hi 
dx Jo ~dy~ 

°i 
+ Pi£o'5 

(1) 

(2) 

Conservation of momentum in the condensate film 

• a, +5, w f«i +«2 d rsi 

dx J«i 

d f 
p1u\dy-Ui—\ 

dx J «i dx J «i 

= -v-i 
du2 

dy 

p\u2dy 

+ P2§0&2 (3) 

Equations (2) and (3) consider the inertial forces and the shear 
at the interface of coolant condensate films. For the physical 
model under consideration, when the coolant film is an ac
celerating one, the term related to inertia force plays 
significant role [17] in the region x —• 0 (i.e., near the exit of 

Coolant film 

Condensate film 

Stage I • Thermally 
developing stage 

Stage [] : Thermally 
developed stage 

Fig. 1 Physical model and coordinate system 

the slit) because of its prominance relative to the viscous and 
body forces. The shear at the condensate-vapor interface is 
not of primary importance [3] in problems of condensation 
when Pr > 1, and hence it is excluded in equation (3). Fur
ther, the earlier [3] experience shows that in the case of thick 
condensate films, inclusion of inertia terms would yield ac
curate predictions over a wide range of Prandtl numbers and 
subcooling parameters. The integral equations of the con
servation of energy in the coolant film during the thermally 
developing and developed stages, respectively, are as follows: 

d r6i dT, 
— ux(T1-T0)dy = al —-
dx Ux-b, dy 

y = 6t 

d f5i dTt 

- \ o ux(Tl-T0)dy = a x -

Conservation of energy in the condensate film 

(4a) 

(4b) 

N o m e n c l a t u r e 

C 
f 

So = 
h = 

h/s = 

hi = 

k = 
k* = 

L = 
Nu, = 

m = 

Pr 
Re0 

specific heat 
variable defined in equation 
(156) 
ratio of thickness of thermal 
boundary layer-to-thickness 
of coolant film, b,/bx 

gravitational constant, g sin d 
size of the slit 
latent heat of condensing 
vapors 
local heat transfer coefficient 
defined in equation (24a) 
local heat transfer coefficient 
from Nusselt's analysis 
thermal conductivity 
thermal conductivity ratio of 
coolant to condensate, kx /k2 

length of the plate or wall 
local Nusselt number defined 
in equation (24b), hxL/k2 

mass flow rate at the exit of 
the slit (x = 0) per unit width 
of the wall as defined in 
equation (1). 
Prandtl number 
Reynolds number, 4ml'\ix 

S - subcooling parameter, 
C2(TS - T0)/hfg 

T = temperature 
T) = variable temperature at the 

coolant-condensate interface 
u = .^-component of velocity 

Uj = velocity at the coolant-
condensate interface 

Uj = velocity at the condensate-
vapor interface 

U0 = maximum velocity at the exit 
of the slit, i.e., a t * = 0 

v = ^-component of velocity 
x,y = position coordinates 
x* = dimensionless distance from 

the exit of the slit, x/L 

Greek Symbols 
a = thermal diffusivity 
fi = gravitational force 

parameter, gQlJ/v\ 
heat capacity ratio parameter, 
P\Cx/p2C2 

variable thickness of the 
coolant film 
variable thickness of the 
condensate film 

T = 

8, = 

6, = 

&, = variable thickness of the 
thermal penetration in the 
coolant film 

Ai = Si/An 
A = 62/81 
v = kinematic viscosity 
p = density 

P* = P 1 / P 2 
fi = dynamic viscosity 

IX* = J*i//*2 

dj = dimensionless temperature at 
the coolant-condensate in-
tsrftux,(Tl-T0)/(T,-T0) 

6 = inclination of the plate to 
horizontal 

<f> = dimensionless variable 
defined in equation (18) 

\j/ = dimensionless variable 
defined in equation (17Z>) 

Subscripts 
0 = at the exit of the slit (x = 0) 
1 = coolant 
2 = condensate 
s = saturation 
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d r6 i+ 62 3T2 

u2(Tl-T2)dy = a2 — dX J8| dy Is, 
(5) 

T, - T, 
= ̂  + d-0) l 2 (18) 

The heat balance at the vapor-condensate interface is as 
follows 

d 

dx 

c6i i+h , k2 
u2dy = 

dT7 

P2hlg dy y = i\ • 
(6) 

Thus, it is imminent that proper choice of velocity and 
temperature profiles in the coolant and condensate films is a 
prerequisite to utilize equations (1-6). 

The boundary conditions for the above set of governing 
equations and the possible velocity and temperature fields in 
the coolant and condensate films are as follows: For x < 0 

y = 0,ul=0,y = h0,ul = 0,andy = h0/2,ul = U0. 

F o r x > 0 

y = 0, u i = 0, and Tx = T0 = constant 

y = Sj, U) = u2 = u, and Tt = T2 = T, 

dut du2 

y = Sl,^ — =l^ — 

y = 8i,k 
dT, dTo 

dy dy 

db, \ / dd. ( «°i \ / ooi \ „ 
Sl,Pl{vl-ul—)=P2{v2-u2—)=0. 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

Boundary condition (12) signifies that mass exchange across 
the coolant-condensate interface is absent. 

du2 y = 8l+82,u2 = Uh T2 = TS and —- =0 
dy 

AT" 
y = 8, -8„ T, = T 0and — - =0 

dy 

(13) 

(14) 

Choice of velocity and temperature profiles: The velocity 
profile for the coolant film is adopted from [17] which is as 
follows: 

XxO,Ul=4U0[(±)-(r)2] (15*) 

x > 0 , «j = 
4U0h0 [f+2 mi)-m °»> 

where/ = f(x) and 1 < / < 4 
The variable/ attains an asymptotic value 4 away from the slit 
to degenerate to original profile as suggested by Nusselt in his 
classical paper. The velocity profile in the condensate film is 
obtained as shown below, satisfying the relevant boundary 
conditions, viz., equations (9,10, 13, \5b). 

Unhn Mf-i) MI -(4-y)(2£-£2) (16) 
3/ 3 /t2 5, 

where? = (y-hx)/h2 

The temperature profiles for the coolant film during the 
thermally developing and developed stages are respectively as 
follows 

x<x. 
to _ p - 8 | + f l , 1 
ro L 5, J (17a) 

where 8, = 5,(x)and0 < 5, < 5, 

T.-T, 
x>x •-££-'(£)•<-*(*) • <™> 

where \p = \[/(x) and 0 < ̂  < 1 
The temperature distribution in the condensate film is given 
by the following expression 

where </> = 4>{x) and 0 < </> < 1 
In the problem under investigation, the five dependent 

variables that are functions of the flow direction can be listed 
as 5^ 82,f, </>, and 5, (or \p). Manipulation of the equations 
(1-6) would result in the following set of first order 
simultaneous differential equations in dimensionless form 

dA, 

dx* 

(G^ + G5G6)(G5b1 -G2b2) + G2GA(G7b2 -Gsb,) 

(G4G7 +G5G6)(GlG5 -G2GT,) + G2G^GAG1 

dA _ Gsbi 

1ix*~ ~ "GTGT 

(G,G 5 -G 2 G3) dA, 

G2GA dx* 

dx 

r ( dA \ 

(19) 

(20) 

(21) 

dd> r dA 
-£ = [0,564 -G1165 +(G8G1S - G „ G 1 2 ) — 

-(G9G15 -GnGn) -—- J/(G10G15 -GUG14) (22) 

V dx* / V dx* 

dF 

dx* 

df d4> 

-°'~±F'Gw dx r) /G, (23) 

where 

G, = ( 1 0 / - 5 / + 4 ) / / ; G 2 = A , ( 5 / - 8 ) / / 

360 / L\ r / /3 / / ! 0 A , \ 3 

G 

Re 

2 

0 V h0 J L 3 R e 0 V L ) J 

[15(/- l)2 + 10/x*A/(/-- 1)(4-/) 3 / % 

+ 4 / , * 2 A 2 / ( 5 / 2 - 4 / + 8 ) 

G4 = y ( 4 - / ) [ 1 0 ( / - l ) - 3 M * A / ( 4 - y ) ] 

G5 = [30(f-l) + 5^*Af(2r-3f-l2)+l6ti*
2A2f(5f-2)]/f. 

60 / L \ r p * A ( 4 - / ) 2/? / / ! 0 \ 3 

2 Re0 V h01 V 

3(/--l) 
G, 

/ 

A, 

2M*A(4-/) 

*m)^\ 
G7 = AO + ^ A / 2 ) / / 

The other variables during the thermally developing (x < x{) 
and thermally developed (x > A:,) stages, respectively, are as 
follows: 
Thermally developing stage, 0 < F < 1: 

(55? / L\ ( l - 0 ; ) ( 2 - 0 ) 
6, = 

Ar*ReoPr! (£) A, A 

G8 = 2k*digi/4>f 

G9 = 2 (3 /^ -10F+10) / / 2 

G,0 = 2k*Adigl/<f>2 
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2 rk'M,gx 
Gn = — , [ - ^ f 1 + W- 1) + 5F(4 -J) - 9 ^ j 

b, = 

G12 = 

240 / L \ 

R e 0 P r , A , F \ ^ / 

2(1-61,) 2k* AB} 

/ 
-£3 + 

4>fF 
Si 

Gn 

G14 

G,s 

bs 

where 

A(l - 0,-)[8O + /x*A(22 - 7 0 ) ] / / 

A(l - 9,.)[20 - 7M*A(4 - / ) ] -2k*r\ 2e* g l /^ fF 

2k*A26}g2/ct>fF2 

480T / £ \ ( l - 0 , ) ( l - 0 ) 480T / Z, \ 

Ar*Re0Pr! \h~0) A, A 

0,- = 0F/(0F+2A:*A) 

(From the boundary condition (11) using relevant temperature 
profiles) 

g, = 2 0 ( / - l ) + 5 F ( 4 - / ) - 6 F 2 

g2 = 2 ( W - 8 0 ( / - l ) + /x*A/(4-y)(22-7<» 

g3 = 1 0 0 / - 4 0 ( / - l) + Ju*A/(4-y)(22 - 7 0 ) 

Thermally developed stage (0 < 0 < 1): 

6S7 / L \ ( l - J , ) ( 2 - * ) 
63 

G8 

G9 

G10 

G11 

r, V A Q / 

64 = 

A:*Re0Pr 

= k*{2-Wigi/<t>f 

= ( 6 - 0 ) / / 

= k*M2-^)eig,/4>2f 

= * *A0 ,s 1 / * /+ (5 /+ l ) / / 
240 / Z, \ (1 - 0) 

A, A 

Re 0P r | (£) 
G12 

Gn 

G14 

G,s 

where 

= 2{\-6i)g,/f+k*A{2-W}g1/4>f 

= A(1-0,)[8O + fi*A(22-7<t>)Vf 

= A(l - 0,)[2O - Ifi*A(4 -./)] - *• A2(2 - 0)0 3 g 2 /0 2 / 

= k*A26fg2/<j>f 

4807 / L \ (1 - 0,)(1 - 0) 

Ar*Re0Pr A, A 

0,- = 0/[0 + A:*A(2-0)] 

*, = 5 0 / + 1 5 / + 0 - 6 

g2 = 2O0 / -8O( / - l ) + M*A/(4-/)(22-70) 

g3 = 1 O 0 / - 4 O ( / - 1 ) + M * A / ( 4 - . / ) ( 2 2 - 7 0 ) 

Local heat transfer coefficients: 
Evaluation of local heat transfer coefficients is of practical 
importance Local heat transfer coefficient hx is defined by the 
equation 

dy y = o\ 
= hx(Ts-T0) (24a) 

For the temperature profile chosen, i.e., equation (18), the 
local Nusselt number is given by 

N U * = ( ^ ) ( 1 9,) ( 2 - * ) / A , A (246) 

Thus equations (19 to 23) are solved during the thermally 
developing (0 < F < 1) and thermally developed (0 < 0 < 1) 
stages, respectively, employing fourth-order, Runge-Kutta 
numerical scheme on a digital computer with the initial 
condition that at x = 0, Aj = / = 1 and A = <f> = F = 0. The 
matching condition for the two stages is that at x = xy (say), F 
= 1 and 0 = 0. Local Nusselt numbers are computed from 
equation {24b). The salient results are further outlined. 

Discussion of Results 

The variation of the thickness of the coolant film and that 
of the condensate film along the surface are shown in Figs. 2 

Journal of Heat Transfer AUGUST 1984, Vol. 106/521 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10 10" 10a 

Fig. 5 

2 5 

, (X/LFteo) 

Effect of the parameter (/S/Rerj) on local Nusselt number 

V 
^100 

f 50 
s a. 

FF
T 

u 20 O 
o 

UJ 10 
t/i 

< 
f£ 05 

C
A

LH
E

A
T 

P
 

ro
 

O 
01 

- ~ _ £ = 

-

& 

-

-

, 

0-5»104 

05x105 -

^JC? 

i r y ^ - - -

= 10s 

1 — 1 

~ ~ ~ ~ : i ^ -
Re, » 500 ^~~~ 

( h „ / L ) - 0 - 2 
P r , . 5 
S - 0 - 1 
f - 1 

10"5 2 5 10* 2 5 101 2 5 K? 
DIMENSIONLESS DISTANCE, x / L 

Fig. 6 Effect of parameter ,8 on condensation heat transfer coefficient 
ratio, (/ix/hx) 

: 1 0 

c 
3 05 
u 

fl uj 
x "-
- Jz0 -2 

_J r -
01 

!^^~~--_^_^ 

Rft> = 500 
J3 = 10* 
Pr, = 5 
S = 0-1 
1 - 1 

/ - ( h . / L ) = 0-5 
_____><r-(h, , /L) = 0-2 

NV. (h0/L) ^oT ^ . " \ 
^ ( h o / L ) = 0 0 5 ^ ^ ^ 

• l . i 1 

10" 10 5 10 2 5 10 2 
DIMENSIONLESS DISTANCE, X/L 

Fig. 7 Effect of (haIL) ratio on condensation heat transfer coefficient 
ratio (hx/h J) 

and 3, respectively. Figure 2, while substantiating the previous 
observations [17], reveals that the Reynolds number of the 
coolant film is a major variable that would determine its 
thickness. For a given location on the wall surface, as the 
Reynolds number increases the thickness of the coolant film 
increases. Figure 3 gives the effect of the coolant film 
Reynolds number on the thickness of the condensate film and 
as one would expect the thickness of the condensate film is 
decreasing with increasing Reynolds number of the coolant 
when the major system parameters 13, (ha/L), Ptu S are kept 
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constant. The decrease in the thickness of the condensate film 
with increase in the thickness of the coolant film may mainly 
be attributed to the pronounced effect of inertial forces in the 

522/Vol. 106, AUGUST 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



developing zone of the coolant film on the condensate film. 
The important aspect of the analysis is the study of the 
variation of local Nusselt numbers with the distance from the 
exit of the slit. Typical Figs. 4-10 indicate the influence of 
various system parameters on condensation heat transfer 
coefficients. Figure 4 clearly shows the influence of Reynolds 
number of the coolant film on Nusselt numbers. As Reynolds 
number increases, the Nusselt modulus increases due to the 
decrease in the thermal resistance of the condensate film, as 
can be inferred from Fig. 3. Local Nusselt numbers according 
to Nusselt are shown dotted in Fig. 4. It is observed that at 
farther locations from the exit of the slit the augmentation in 
condensation heat transfer rates over the Nusselt's type of 
condensation is marginal. In the thermally developed stage 
(i.e., x > x,), especially for low Reynolds numbers, the 
enthalphy of the coolant film rapidly increases with sub
stantial increase in the temperature at the coolant-condensate 
interface along the flow direction. As a result, the Nusselt 
numbers fall monotonically during the thermally developed 
stage. Figure 5 is plotted to bring out the influence of the 
inclination of the plate (signifying the change in the body 
force component) on the condensation heat transfer rate. The 
dimensionless parameter (/3/Re0) physically signifies the ratio 
of body force-to-viscous force, or in other words, the 
orientation of the surface for a given coolant-condensate 
system. Obviously, for a given location on the plate the 
vertical orientation of the wall is the best suited and gives 
higher heat transfer coefficients. Figure 6 reveals that as /3 
decreases the condensation augmentation ratio hx/h* in
creases. Figure 7 unfolds an important aspect, namely, the 
limitation to be imposed on the length of the coolant film to 
derive economically higher rates of condensation. The 
variation of 0.05 < (h0/L) < 0.5 depicts that for a given 
value of the slit dimension h0, the decrease in the effective 
length of the film would give high condensation heat transfer 
rates or in otherwords the graph indirectly suggests that 
shorter film lengths of the coolant in the direct contact heat 
exchangers would give better performance. Figure 8 gives the 
effect of Prandtl number of the coolant on condensation heat 
transfer. The increase in Prandtl number is accompanied by a 
substantial increase in condensation heat transfer. This is 
mainly due to the decrease in the thermal penetration 
thickness in the coolant film with the increase in the Prandtl 
number of the coolant film. Approximately the results in
dicate that hx <x Pr0-5. The effect of the subcooling parameter 
Ci{Ts - T0)/hfg) on local Nusselt numbers is shown in Fig. 9. 
It is observed that as in the classical Nusselt's analysis the 
subcooling parameter has a decreasing effect on condensation 
heat transfer rates. In the case of Nusselt's analysis h* <x 
S-o.25 yyjjgi-e a s j n t n e present case hx <x S~0A. This ob
servation reveals that the overall performance of the direct-
contact condenser in comparison with the conventional 
condenser working under identical thermal potentials is far 
superior, since the augmentation that can be achieved, i.e., 
(hx/h*) oc (AT)015, where hx and h* are the heat transfer 
coefficients in the present analysis and that of Nusselt, 
respectively, and ATin the thermal potential. Figure 10 gives 
the effect of the heat capacity ratio of coolant-to-condensate 
on local Nusselt number. It is observed that with increase in 
the heat capacity ratio there is decrease in the condensation 
heat transfer coefficients. The results of the present 
theoretical analysis when compared with those of Murty and 
Sastri [6] revealed more or less the same orders of magnitude 
of the Nusselt numbers for identical parameters. However, it 
may be noted that the results of the present analysis need not 
necessarily coincide with those of either Hasson et al. [4, 5] or 
Murty and Sastri [6] in view of the fact that the physical 
model considered herein is different from either of those in 
the references cited above. No attempt is made to bring out a 

comparison between the present investigation and that of 
Tamir and Rachmilev [7] since their interfacial heat transfer 
measurements are intimately tied to their theoretical analysis 
which differs substantially from the present theoretical in
vestigation. 

Conclusion 

The theoretical study undertaken has revealed that the 
direct contact condensers with shorter coolant film lengths 
would be highly effective in as much as the condensation heat 
transfer rates would be greater by far than those evaluated 
from Nusselt analysis. The low-pressure feedwater heaters in 
thermal power plants or desalination plants can be conceived 
with proper design of multiple tray or packed bed system 
enabling the formation of effective coolant films in successive 
stages of a single module. 
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Film Condensation of Refrigerant-
113 and Ethanediol on a 
Horizontal Tube—Effect of Vapor 
Velocity 
Heat transfer measurements are reported for condensation of refrigerant-113 and 
ethanediol (ethylene glycol) on a single horizontal tube with vertical downflow. 
For refrigerant-113, vapor velocities up to around 6 mis were obtained, while for 
ethanediol, velocities in excess of100mis were obtained at low pressure. The results 
are compared with those of earlier investigators and with theory. 

Introduction 
In recent years, several theoretical studies of the problem of 

forced convection condensation on horizontal tubes have been 
undertaken [1-20]. The approaches have been along the same 
broad general lines but, since they use different assumptions 
and approximations, are of varying degrees of complexity. A 
basically sound, but relatively simple, analysis is that of 
Shekriladze and Gomelauri [2], who used the asymptotic 
(infinite condensation rate) expression for the shear stress at 
the condensate surface to obtain, for the case of vertical vapor 
downflow (see Fig. 1), the following expression for the mean 
Nusselt number 

Nu/Re1/2 =0.64( 1 +(1 + 1.69/0' 0) 
By adopting the asymptotic surface shear stress expression, 

the problem of vapor boundary-layer separation was avoided. 
Fujii et al. [4] have obtained more complete solutions by 
matching the shear stress at the vapor-condensate interface 
and using an approximate integral treatment of the vapor 
boundary layer. 

The form of the assumed vapor velocity profile was such 
that the surface shear stress was always positive so that the 
problem of boundary-layer separation again did not arise. 
The solutions of Fujii et al. [4] were summarized by the ap
proximate equation 

Nu/Re1/2=X(1+0.276FAY4)1/4 (2) 

where 
X=0.9(l+Gly (3) 

Equation (1) gives smaller Nusselt numbers than equation (2), 
since the asymptotic shear stress is less than the actual shear 
stress and leads to a thicker condensate film. With increasing 
condensation rate (increasing values of G) equations (1) and 
(2) give similar results. The two equations virtually coincide 
for G > about 5, and for G > 1 the difference between the 
two results is of comparable magnitude with typical scatter of 
experimental data. 

The fact that experimental data at relatively high vapor 
velocity (low F) have indicated lower values of Nu (see Fig. 2) 
has led to the suggestion that vapor boundary layer separation 
(not taken account of in equations (1) and (2)) may have an 
appreciable effect. Fujii and co-workers [15, 17] obtained 
solutions wherein the angle at which separation of the vapor 
boundary layer occurs was calculated and the surface shear 
stress set to zero beyond this point. As pointed out by Lee and 
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Rose [20], the resulting Nusselt numbers do not differ greatly 
from those given by equation (2). 

Attempts have also been made to explain the discrepancy 
between experiment and theory on the basis that the 
theoretical models [2, 4] used the condition of uniform tube-
wall temperature. Theoretical solutions, using instead the 
condition of uniform wall heat flux [15, 17], gave lower mean 
heat transfer coefficients, i.e., apparently more in line with 
data at high velocities. It was pointed out [20], however, that 
the mean Nusselt number in this case involves the integral of 
the condensate film thickness over the tube surface (as 
compared with its reciprocal in the case of uniform tube wall 
temperature). Thus, in evaluating the theoretical mean 
Nusselt number, greatest weight is given to the rear part of the 
tube, where the calculation is least reliable, and least weight is 
given to the forward part of the tube where most of the heat 
transfer takes place. The fact that predicted mean Nusselt 
numbers were in better agreement with experimental data was 
considered fortuitous [20]. 

In addition to the low (with respect to equation (2)) ex
perimental heat transfer coefficients at high vapor velocity, 
coefficients in excess of the theoretical values have recently 
been reported by Honda et al. [19] for refrigerant-113 (see 
Fig. 2 if)). 

Some measure of success has been achieved in predicting 
overall heat transfer from vapor to coolant [12-14, 18, 26]. 
The most recent and complete work is that of Fujii and 
co-workers [18, 26], where a solution of the condensate 
problem along the lines indicated above [15, 17] was com
bined with a solution for conduction in the tube wall and 
prescribed coolant-side condition. These solutions indicate 

condensate 
film 

vapour 
boundary layer 

Fig. 1 Physical model 
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Fig. 2 Results of earlier investigations 

N o m e n c l a t u r e 

cPu = isobaric specific heat 
capacity of vapor 

d = outside tube diameter 
F = gJjih/g/uikAT 
G = (ATk/^h^Xpn/pv^)1'2 

g = gravitational acceleration 
hfs = specific enthalpy of 

evaporation 
k = thermal conductivity of 

condensate 
Nu = Qd/kAT 

P = vapor pressure 
Q = mean heat flux 

Re = u„ p d/n 

jfsatCP) = saturation temperature at 
P 

Ta = vapor temperature 
Tw = local wall temperature 
Tw = mean wall temperature 
u„ = free-stream velocity of 

vapor 
X = defined in equation (3) 

AT — local temperature dif
ference across condensate 

__ film, r s a t ( P ) - r „ 
AT= mean temperature dif

ference across condensate 
film, Tm{P)-fw 
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P<< 
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= thickness of condensate 
film 

= recovery factor 
= dynamic viscosity of 

condensate 
= dynamic viscosity of vapor 
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= density of vapor 
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Fig. 3 Apparatus 

Copper strip 

Fig. 4 Location of thermocouples in condenser tube 

lower mean vapor-side heat transfer coefficients at the higher 
vapor velocities. They do not, however, explain the higher 
coefficients for R-113. While the method of solution, i.e., 
treating condensate, tube wall, and coolant side 
simultaneously, is undoubtedly sound, it is not entirely 
satisfactory for making detailed comparisons for the con
densate film, particularly in cases where the coolant-side 
resistance dominates. 

To summarize, significant discrepancies exist between 
theory and experiment at high velocity and, for a refrigerant, 
at moderate vapor velocity. These may be due to inaccuracies 
in the experiments or deficiencies in the theory or both. In 
order to shed more light on these issues, new measurements 
have been made with ethanediol (ethylene glycol), whose 
properties are such that high vapor velocities (low values of F) 
can be obtained under convenient operating conditions, and 
also with refrigerant-113. 

Apparatus and Procedure 

Referring to Fig. 3, vapor was generated in three stainless 
steel boilers, each fitted with two 5-kW electric immersion 
heaters. Two heaters (in different boilers) were supplied via 
variable transformers. The vapor flowed vertically down
wards via a calming section (1 m) to the test section (dia 76 
mm) where the horizontal condenser tube was located. Vapor 
and condensate from the test condenser tube passed into the 

auxiliary condenser located directly beneath the test section. 
The condensate was returned by gravity to the boiler. The 
auxiliary condenser was vented via a cold trap and vacuum 
pump. The boiler, vapor supply duct, and test section were 
thermally well insulated. For some tests with ethanediol, the 
test section was fitted with a window so that the condenser 
tube could be observed. 

The copper condenser tube (i.d. 7.5 mm, o.d. 12.5 mm) was 
fitted with six wall thermocouples. The thermocouples (28 
s.w.g. twin laid) were located in longitudinally machined 
grooves (1.5 mm x 1.5 mm) and enclosed by tightly fitting 
soldered copper strips. The junctions were located midway 
along the tube. The relative angular locations of the junctions 
are given in Fig. 4. The condenser tube was insulated from the 
body of the test section by ptfe bushes. The coolant inlet and 
exit temperatures were measured by thermocouples, the exit 
temperature being measured after a well-insulated mixing 
section. The inlet-to-exit temperature difference was also 
observed with a six-junction, series-connected differential 
thermocouple. The two measurements of the coolant tem
perature rise generally agreed to better than 0.1 K. Care was 
taken to ensure adequate isothermal immersion of the 
thermocouple leads and the coolant channel was thermally 
well insulated at inlet to and exit from the test section. The 
thermocouple calibration procedure was as described in [27], 
giving an estimated accuracy of ± 0.05 K. 

The vapor temperature was measured by two ther
mocouples located approximately 65 mm above the test 
condenser tube. A pressure tapping to a mercury manometer 
with a vernier scale was also located at this position. 

The vapor flow rate was obtained from the precisely 
measured power input to the boilers with due allowance for 
the small thermal losses from the apparatus. An equation 
giving the losses in terms of the vapor and ambient tem
peratures was established by preliminary experiments of two 
types, one in which all of the condensate was collected and 
compared with that calculated on the basis of the power input 
(for details see [23]) and a second in which the minimum 
power to maintain the vapour temperature was determined. 

At the high vapor velocities, obtained with ethanediol, 
temperatures significantly higher than the saturation tem
perature were found, owing to "temperature recovery" on the 
thermocouple probe. Account was taken of this in the vapor 
velocity calculation using a recovery factor of 0.95 in an 
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Fig. 5 Comparison of present results for R-113 with [23, 24] and with 
equation (2) 

Fig. 7 Data of Fig. 5 with ranges of G distinguished: o G<1, + 
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Fig. 6 Typical temperature profiles around the condenser tube. The 
lines are cosine fits. 

iterative calculation which gave both vapor velocity and true 
vapor temperature.' 

Except for the high vapor velocity tests with ethanediol, the 
pressure and temperature of the vapor corresponded closely 
with saturation values indicating that the vapor was essen
tially free of noncondensing gases. (The apparatus, when 
empty, could readily be pumped down to a pressure of around 
2 mm Hg, and the overnight pressure rise, when isolated, was 
less than lOmmHg.) 

The mean heat flux to the condenser tube was obtained 
from the coolant flow rate and temperature rise. In 
preliminary tests [23], when arrangements for condensate 
collection were incorporated, the two heat flux measurements 
agreed to within 5 percent. The tube wall temperatures were 
obtained from the embedded thermocouples. A small 
correction for the depth of the junctions below the tube 
surface was made. 

The apparatus was operated with the vent valve from the 
auxiliary condenser fully open. Tests were carried out for a 
range of boiler input powers, at each of which tests were 
carried out for several coolant flow rates for the test con-

A value of 0.95 was chosen for ij, having regard to the probe Reynolds 
number and the Mach number of the vapor flow. The maximum calculated 
stagnation temperature rise, rjU„/2cPv was around 5 K. The vapor specific 
volume, and hence velocity, are essentially proportional to the (absolute) 
thermodynamic temperature so that the value of «„, is not sensitive to that of ij. 
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Fig. 8 Condensation of R-113. Comparison of present data with [19]. 

denser tube and with a fixed coolant flow rate for the 
auxiliary condenser. 

Results and Discussion 

Refrigerant-113. For these measurements the test section 
was not fitted with a window and the condenser tube could 
not be viewed. The apparatus was operated with the vent 
valve from the auxiliary condenser open to atmosphere so that 
all tests were conducted at essentially atmospheric pressure. 
Vapor velocities in the approximate range 1-6 m/s were 
obtained. 

Figure 5 compares, on the basis of the parameters of 
equation (2) the present results and the earlier data of Lee and 
Rose [23, 24] (obtained with the same apparatus as used in the 
present investigation but with a larger diameter test section). 
It may be seen that the two data sets agree satisfactorily where 
they overlap (1 <F<5). The present data, however, show an 
unexpected (on a theoretical basis) upturn with decreasing 
values of F (higher vapor velocities). As may be seen from 
Fig. 6, the measured temperature profiles around the tube are 
relatively flat so that the uniform wall temperature model 
should not be greatly in error. Lines given by equation (2) for 
the extreme experimental values of G are also shown in Fig. 5. 
It is seen that the data and theory are in fair general 
agreement. However, the low F data with higher values of 
NuRe_1/2 generally have the higher G values (see Fig. 7) so 
that the upturn of the data at low F values is not explained on 
the basis of equation (2). 

In Fig. 8, a mean line through the data shown in Figs. 5 and 
7 is compared with mean lines through the R-113 data of 
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Fig. 9 Condensation of ethanediol. Dependence of vapor velocity and 
pressure on boiler heater power. 
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Fig. 10 Condensation of ethanediol. Results obtained before 
modifications to apparatus. For all data 0.9 < G < 3. 

Honda et al. [19] (see Fig. If)). The two data sets are evidently 
in good general agreement and both exhibit the trend to higher 
values of NuRe~1/2 at high velocity (low F). The data of 
Honda et al. [19] show an effect of tube diameter (not 
predicted by theory). The position of the line representing the 
present data (tube dia. 12.5 mm) in relation to the lines of 
Honda et al. for tube diameters of 8 mm and 37.1 mm is 
consistent with the dependence on diameter found by the 
previous workers. 

In summary, the present results, together with [19, 23, 24] 
show, at higher vapor velocities, a stronger rate of increase of 
heat transfer coefficient with vapor velocity than indicated by 
theory. The data also show a dependence on tube diameter not 
predicted by theory. 

Ethanediol. For the initial measurements the test section 
was not fitted with a window. In later tests a window was 
fitted so that the test condenser tube could be observed. For 
all tests, the auxiliary condenser vacuum pump was operated 
and the apparatus allowed to attain an equilibrium pressure 
level that depended on the power input to the boiler heaters 
as shown in Fig. 9. It is also seen in Fig. 9 that the vapor 

0.1 
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Fig. 11 Condensation of ethanediol. Results obtained after 
modification to apparatus. The different symbols denote different 
boiler heater powers. For all data 1 <G <4. 

velocity attains a steady value where the increase in vapor 
density with increase in pressure accommodates the increasing 
vapor mass flow rate. This behavior may be due to "choking" 
of the flow following the right-angle bends between the boiler 
and the test section. 

A sample of the results obtained in the initial tests (no 
window) is given in Fig. 10. As may be seen, somewhat in
consistent data were obtained on different occasions. In a few 
cases, relatively high values of NuRe ~1/2, close to those given 
by equation (2), were found with little or no evidence of 
dependence on heater power (vapor velocity) or coolant flow 
rate (condensation rate). More usually, lower values of 
NuRe~1/2 were obtained with evidence of increase at low 
values of F (high vapor velocity) and at the higher coolant 
flow rates. On other occasions, results intermediate between 
these extremes were found. Figure 10 shows results for the 
extreme cases, together with a data set exhibiting intermediate 
behavior. All of the data shown in Fig. 10 are for relatively 
high vapor velocity, since both heaters in one of the boilers 
are supplied directly (i.e., not via a variable transformer), and 
the minimum power input, with all boilers operating, was 
around 6 kW. 

Modifications were then carried out so that one heater 
in each of the three boilers was supplied via a variable 
transformer. At the same time the test section was fitted with 
a window. Following these modifications and with the 
condenser tube newly cleaned (with fine emery cloth) a further 
set of measurements was made extending to low vapor 
velocities (the lowest boiler input power used was about 1 kW 
when the vapor velocity was about 7 m/s). Film condensation 
was observed throughout these tests. The results are shown in 
Fig. 11. At low F,_overlapping the range of the earlier tests, 
the values of NuRe~1/2 are in general agreement with the 
lower values found formerly. At the high vapor velocities, 
increase of NuRe'~'/2 with increase in coolant flow rate 
(condensation rate) was evident. 

Following a period of several days during which the ap
paratus was not operated, it was noticed that the condensate 
remaining on the tube had the appearance of poor quality 
dropwise or mixed condensation. When the boilers were 
switched on, and vapor passed over the tube, quite good 
quality dropwise condensation (small, rapidly moving drops) 
was observed over the upper two-thirds of the tube surface. 
This persisted for several hours until the apparatus was shut 
down. No heat transfer data were taken on this occasion. The 
tube was removed and cleaned, following which film con
densation was reestablished. No further occurrences of 
dropwise condensation have yet been observed. It is con
sidered that the higher values of NuRe~1/2 in Fig. 10 (ob
tained when the condenser tube could not be observed) may 
relate to dropwise or mixed condensation conditions. It was, 
however, also noted that the higher values of NuRe~l/2 
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Fig.12 Condensation of ethanediol. The arrows indicate the position
of the "ridge" in the condensate film.

Concluding Remarks

Discrepancies between theory and experiment for R-113
found earlier [19] have been confirmed in the present in-

tended to occur at the higher vapor pressures (the vapor
pressure range varied somewhat from run to run) so that this
may also be a contributory factor.

The present results for film condensation of ethanediol,
shown in Fig. 11, may be compared with the earlier data for
other fluids by reference to the correlation of steam data given
by Fujii et ai. [15]

NuRe- I/ 2 =0.96pl/5 (4)

which is also shown on Figs. 2, 5,7, and 10. It may be seen
that equation (4) is in quite good general agreement with the
earlier data for steam at moderate velocities (see Figs. 2(0),
2(b), and 2(d», while the present high-velocity data for
ethanediol show rather higher values of
NuRe -1/2 (see Fig. II) and the high-velocity steam data (see
Fig. 2(c» indicate somewhat lower values. For the refrigerants
(see Figs. 2(e), 2(j), and 5), equation (4) underestimates the
values of NuRe -1/2 at the higher velocities.

After fitting the window, two phenomena, illustrated in
Fig. 12, were observed during condensation of ethanedioi. At
relatively high vapor velocities (> about 80 m/s) an abrupt
thickening of the condensate film was seen on the lower half
of the tube. (Similar behavior has been noted by other in
vestigators [19] and attributed to vapor boundary layer
separation). It was observed in the present investigation that,
as the vapor velocity was raised, the "ridge" in the con
densate film was first discernible near the lower edge of the
tube, moved upward with increasing vapor velocity and
downward somewhat with increase in coolant flow rate
(condensation rate). Also, at the higher vapor velocities, it
was observed that condensate leaving the tube was supported
for some time in agglomerations, by upward vapor flow in the
wake. These agglomerations moved erratically both upward
(sometimes reattaching to the condensate film) and downward
as well as parallel to the tube axis, and remained suspended
for several seconds.
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Corrective Filmwise Condensation 
of Nonazeotropic Binary Mixtures 
in a Vertical Tube 
Complete condensation of binary mixtures of R11-R114 refrigerants is ex
perimentally and theoretically studied. The test apparatus consists of two concentric 
tubes, with the vapor mixture flowing downward in the inner tube and the cooling 
water in the annular space in countercurrent direction. The composition of the 
binary-component mixtures is varied. An empirical equation is derived to correlate 
condensation heat transfer performance. A semitheoretical model is developed to 
predict laminar- and turbulent-film condensation on a vertical surface. Theory 
compares well with experiments. The vapor-coolant temperature difference remains 
practically constant throughout the entire flow passage, thus reducing the exergy 
loss to a minimum. The device is particularly attractive in extracting the available 
energy from geothermal and ocean thermal energy sources. 

Introduction 
It is well-known that condensation heat transfer 

deteriorates in the presence of noncondensable gases or 
vapors. Therefore, prevention of foreign substances from 
entering a condenser becomes an important task in main
taining the performance of the heat transfer device. In 
condensers using pure vapors, the vapor temperature remains 
generally constant during the process of phase change. This 
implies that the vapor-coolant temperature difference in
creases along the direction of vapor flow in counterflow type 
heat exchangers. It thus creates a situation in which the 
available excess energy is maximum at the coolant entrance 
and reduces toward the coolant exit. The situation is not the 
best from the viewpoint of utilizing the available excess 
energy. One can enhance the utilization of the available 
energy by maintaining the vapor-coolant temperature dif
ference at the vapor entrance throughout the coolant passage. 
The process can be realized by running the condensing vapor 
and the coolant in counterflow direction with the vapor 
temperature falling along its passage. The use of pure vapors 
cannot achieve the goal. It is feasible, at least in principle, that 
certain nonazeotropic binary mixtures may serve the purpose. 
However, the presence of a foreign vapor, although con
densable, would certainly trigger a reduction in the con
densation heat transfer of an otherwise pure vapor. 

The present study is motivated by the selection of an ap
propriate heat engine cycle and working substances in order to 
extract as much available energy as possible from geothermal 
and ocean thermal energy sources. If a heat exchanger is 
employed for extracting the available energy (i.e., exergy) 
from a source of low thermal potential, the change in the 
temperature difference between the warm and cold fluids 
must be kept as small as possible in order to reduce the exergy 
loss in the heat exchanger. The study serves two main pur
poses: one is to examine the feasibility of operating a con
denser in which the vapor temperature falls along the path of 
condensation by the use of nonazeotropic binary mixtures; the 
other is to provide more information on condensation heat 
transfer characteristics of binary vapor mixtures. The in
formation is rather scarce in comparison with the references 
available for the condensation of pure vapors and the effects 
of noncondensable gases. References [1] and [2] briefly 
discuss the condensation of binary vapor mixtures. Recently, 

Westwater [3] presented a comprehensive review of the state 
of knowledge on condensation. He indicated that little is 
known about condensing mixed vapors inside tubes— 
particularly at very high flow rates. Van Es and Heertjes [4] 
studied theoretically and experimentally the natural con-
vective condensation of the nonazeotropic vapor mixtures of 
benzene and toluene in a vertical tube. The vapor mixtures did 
not completely condense in the tube and the theory included 
the solution for turbulent flow of the vapor mixtures. 

This paper deals with convective filmwise condensation of 
binary vapor mixtures of Rll and R114 flowing downward 
inside a vertical tube being cooled by water in counterflow. 
An empirical equation is derived to correlate test data. Theory 
is compared with experiments. 

Experimental Apparatus 

The test section consisted of a 3080 mm-long concentric 
pipe placed in a vertical position, as shown in Fig. 1. The 
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Fig. 2 A schematic of test apparatus 

inner tube was made of copper with 13.9-mm i.d. and 16-mm 
o.d., while the outer tube was made of polyvinyl chloride with 
25-mm i.d. and 32-mm o.d. A mixed vapor of refrigerants 
Rl l and R114 (more volatile) entered at the top end and 
flowed downward into the inner tube. Water was used as the 
coolant, which entered at the lower end and flowed upward 
through the annular space. 

Sheathed (with 0.5-mm o.d. thin stainless-steel tubing.) 
chromel-alumel thermocouples were used for measuring the 
temperatures of the mixed vapor and the condensing surface. 
They were flexible and could be freely bent. The outer tube 
was cut axially into two half-pieces and could be removed for 
installing thermocouples. Each thermocouple was wound one 
turn around the inner tube before it was inserted into the tube 

wall. The temperature-measuring tip surface of the sheathed 
thermocouple was soldered and flushed with the inner surface 
of the test tube. Hence the temperature gradient along the 
thermocouple wires was reduced to a minimum, and the fin 
effect of the wires may be considered negligible. Eleven 
thermocouples, as indicated by Ts in Fig. 1, were installed at 
300 mm intervals along the centerline of the inner tube to 
measure the local vapor temperautre. Ten thermocouples 
indicated by Tw were used to measure the inside surface 
temperatures of the copper tube at 300 mm intervals along the 
tube axis. In order to determine the distributions of the static 
vapor pressure, the composition of the mixed vapor, and the 
coolant temperature at 300 mm intervals along the tube axis, 
10 1-mm-i.d. static-pressure holes (indicated by P in Fig. 1), 
11 0.5-mm-o.d. vapor-sampling capillary tubes (attached with 
valves), and 11 0.3 mm-dia chromel-alumel thermocouples 
(indicated by 7",,) were also installed on the test section. 
Details of the installation are available in Fig. 1. 

Figure 2 illustrates a schematic diagram of the entire test 
setup. The mixed vapor generated in the electrically heated 
boiler was fed into the vertical test section after flowing 
through the superheater and the mixing chamber. The con
densate then flowed through the sightglass, the auxiliary 
condenser (where the liquid was subcooled in order to prevent 
the occurrence of cavitation in the pump), the dryer, the 
pump, the strainer, the gear-type flow meter, and back into 
the boiler. The volumetric flow rate V of the condensate was 
determined by the flowmeter with the aid of the digital 
counter. The cooling water from the overflow tank was fed 
into the test section by the feedwater pump. Its flow rate, 
which was regulated by the valve, was measured by the float-
type flowmeter. 

The vapor-pressure distribution in the test section was 
measured by 10 pressure taps, see Fig. 1. Each pressure tap 
was connected to the high-pressure side of the strain-gage type 
differential pressure converter through a 2-mm-i.d. capillary 
tube which was filled with the working substance in liquid 
phase. Each capillary tube was equipped with a valve. The 
low-pressure side of the converter was hooked up to a source 

Nomenclature 

A = 

a = 
B = 

b = 

CP = 

c„ = 

^•h^cr — 

f 
Ga 

H = 

cons tan t defined by 
equation (12) 
vapor temperature gradient 
cons tan t defined by 
equation (12) 
c o o l a n t t e m p e r a t u r e 
gradient 
constant-pressure specific 
heat, kJ/kg°C; Cp„ of 
condensate; Cps, of vapor 
constant-volume specific 
heat, kJ/kg°C; C„s, of 
vapor 
inside diameter of con
densation tube, m 
parameters defined by 
equation (35) 
funct ion defined by 
equation (22) 
Fanning friction factor 
dimensionless parameter as 
defined by equation (14) 
gravitational acceleration, 
m/s2 

dimensionless parameter as 
defined by equation (2) 

h = local condensation heat 
t r ans fe r coeff ic ient , 
W/m 2°C; /2exp, empirical 
value; hy, in laminar film; 
h,, in turbulent film; hlh, 
theoretical value 

h = average value of h\ hj, in 
condensate film; h,, in 
turbulent film; h0, in 
combined laminar and 
turbulent regions as defined 
by equation (36) 

j = heat transfer factor 
k{ = thermal conductivity of 

condensate, W/m°C 
/ = length of condensing region 

in the test section, m 
M = mj/m5i; Mh of condensate; 

Ms, of vapor; (M,) cr, M, at 
transition 

m = mass flow rate, kg/s; mc, of 
coolant; mh of condensate; 
ms, of vapor; msi of vapor 
at tube inlet 

Nu = Nusselt number; Nuy, 
defined by equation (17) for 
laminar film; Nu,, defined 

by equation (33) for tur
bulent film; Nu0 , defined 
by equation (37) for 
combined laminar and 
turbulent regions 

P = static vapor pressure, Pa 
Pr, = Prandtl number of con

densate 
q = rate of heat flow, W; qc, of 

coolant; qs, of vapor 
q" = local heat flux, W/m2 

R = dimensionless parameter as 
defined by equation (2) 

Re = Reynolds number; Re6, of 
the condensation film as 
defined by equation (23); 
(Re6)c r , Re6, at transition 
as defined by equation (24); 
Re*, defined by equation 
(2); Re,, defined by 
equation (14); (Re,)c r , Re/, 
at transition 

T = temperature, °C; Tc, of 
coolant; Tci, of coolant at 
inlet; Tce of coolant at exit; 
Th of condensate; 7^, of 
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Table 1 Range of condensation experiments of Rl l , R114 and their mixtures 

Working substance 

Nu 

R-

"5.6 xlO3 

P 

yu 

mc kg/h 

Tc °C 

msi kg/h 

Uj m/s 

-"sat C 
Re/ x l O - 7 

/ ikW/m 2 o C 

, = hl/k, x l O - 4 

i f 

Pr, 

= (IO/M//PSMJ)°'5 

( « / P r , ) 8 / J x l u / J X l O - 5 

1m 

V N / n ^ x l O - 5 

(R-114)mol-% 

R-11 

239-

17.0-

15.2-

3.16-

34.3-

1.38-

0.70-

1.01-

0.06-

3.77-

49.6-

6.85-

1.13-

1.44-

-246 

-18.0 

-60.9 

-10.2 

-58.8 

-12.3 

-1.35 

-4.95 

-0.15 

-4.09 

-79.6 

-24.7 

-3.08 

-2.97 

0 

R-114 

239-

17.1-

21.6-

1.63-

32.1-

0.98-

0.64-

1.50-

0.085-

5.66-

37.3-

1.34-

1.43-

2.67-

: 

-240 

-18.0 

-71.2 

-5.41 

-44.1 

-7.04 

-1.09 

-5.43 

-0.185 

-5.71 

-47.3 

-3.20 

-3.08 

-3.77 

I 

R-11 + R-114 

210 

16.0-

12.9-

1.79-

29.6-

0.58-

0.61-

0.86-

0.05-

4.37-

-246 

-20.4 

-51.9 

-6.46 

-44.6 

-7.50 

-1.03 

-4.29 

-0.146 

-5.60 

41.4-69.9 

2.01-13.5 

0.83-

1.64-

0.2-

-3.08 

-3.28 

- 0.9 

= 0.45(1.20 + Pr i/RH)1 

with known pressure. By opening one valve at a time, the 
pressure difference on both sides of the converter was read on 
the pressure gage. The static pressure of each pressure tap was 
corrected by the corresponding static head. 

Samples of the nonazeotropic binary vapor mixture in the 
test section were collected by 11 stainless capillary tubes with 
minivalves. Each sample, after being liquefied, was analyzed 
using a chromatograph for its composition. 

Experimental Results 

The mixtures of R l l and R114 of various compositions 
were tested as nonazeotropic binary component working 
fluids. The physical properties of pure Rl l and R114 fluids in 
[5] were used. The working fluid was introduced after all parts 
of the test apparatus were evacuated to approximately 10 ~4 

Torr or 1.33 x 10~2 N/m2 by means of a vacuum pump. 
Table 1 lists the range of condensation experiments on R-11, 
Rl 14, and their mixtures in the present study. 

Since complete condensation took place in the test section, 
the rate of condensation heat transfer was determined as qs = 
mk. The variation of X with the composition and temperature 
of the vapor mixture was determined using the method of 
Reid et al. [5]. The integrated mean value of X along the axial 
direction was used in the correlation of test results. On the 
coolant side, the mass flow rate and temperatures at the 
entrance (the end of condensation to be exact) and exit (the 
beginning of condensation) to the test section mc, Tch and 
Tce, respectively, were measured. The enthalpy change of the 
coolant inside the test section qc was evaluated by qc = (th 
Cp) c(Tce — Tci). The deviation between qs and qc in each test 

Nomenclature (cont.) 

AT = 

u 

X 

x = 

Y = 

y 
z 
z 

at saturated 
state; Tsi, of vapor at inlet; 
Tse, of vapor at the end of 
condensation; T„, of tube 
wall 
mean temperature dif
ference between vapor and 
tube wall (Ts -Tw), °C 
inlet vapor velocity, m/s 
velocity inside condensate 
layer, m/s 
mole fraction of a com
ponent in condensate; Xt, 
of more volatile com
ponent; X2, of less volatile 
component 
vapor quality as defined by 
equation (1) 
mole fraction of a com
ponent in vapor phase; Y1, 
of more volatile com
ponent; Y2, of less volatile 
component; Yih y , , at inlet 
distance from tube wall, m 
z/d; Zcr, at transition 
axial distance measured 

A 
5 

from the beginning of 
condensation, m; zcr, at 
transition 
dimensionless parameter as 
defined by equation (7) 
dimensionless parameter as 
defined by equation (7) 
b/d 

v, = 

condensate thickness, m; 
5cr, at transition; 5f, in 
l amina r region; &,, in 
turbulent region 
f u n c t i o n d e f i n e d by 
equation (34) 
lid 
latent heat of condensation, 
k J / k g ; X', as defined by 
equation (38) 
absolute viscosity, kg / sm; 
/x/, of condensate; \is, of 
vapor 
k i n e m a t i c v i scos i ty of 
condensate, m 2 / s 
density, k g / m 3 ; ph of 
condensate; ps, of vapor 
dimensionless parameter as 
defined by equat ion (21) 

Subscripts 

c 
cr 

e 
exp 

/ 
/ 
/ 

0 

P 
s 

sat 
/ 

th 
V 
1 
2 

= 
= 

= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 

dimensionless parameter as 
defined by equation (2) 
vapor shear stress at the 
l iqu id-vapor interface, 
N/m 2 

coolant 
transition from laminar to 
turbulent film 
at condenser exit 
empirical value 
laminar condensate layer 
at condenser inlet 
condensate 
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was within ± 5 percent, indicating the adequacy of insulating 
the test apparatus as well as high accuracy in the 
measurements of flow rates and temperatures. 

The vapor, tube wall, coolant temperatures (Ts, Tw, Tc), 
and the static vapor pressure (P) along the flow path in the 
test section were measured. After using the least-square 
method to smooth the temperature and pressure distributions, 
<7", A, and x were determined using the expressions 

(m C„)c /dT< 
ird m»- T 

x=l-
•nd i> dz (1) 

The physical quantities Ts, T„, Tc, P,q", h, and x were then 
plotted against the z in the test section. 

In the interest of brevity, only two representative results are 
presented in Figs. 3 and 4. Figure 3 illustrates the test results 
for pure working fluids Rl 1 and Rl 14, while the performance 
of the Rl 1-R114 binary mixtures is shown in Fig. 4 for Yu = 
0.66. Therefore, pure Rll nd Rl 14 in Fig. 3 can be considered 
corresponding to Yx = 0 and 1.0, respectively. 

In Fig. 3, because the vapor entering the test section was 
slightly superheated (by 5 to 6°C), Ts, near the entrance, 
dropped slightly along the flow. However, during the process 

10 

r_r_T_! ' 
I 

Yu mol-9/» 
v 0 - 0.34 
+ 0.34 - 0.67 
A 0.67 - 1 

Eq.(3) 

1 i i i i I 

10' 10e 

Re* 
Fig. 5 Correlations of ail test results of R11-R114 binary mixtures and 
empirical equation (3) 

of condensation, Ts, P, and q" all remained constant. Ts 
dropped abruptly following the completion of the con
densation process, due to the subcooling of the condensate. 
The location of x = 0 obtained by an extrapolation of the x 
curve coincided with the location of an abrupt fall in Ts. 

In the case of a condensing Rl 1-R114 vapor mixture, Fig. 4 
revealed that both 7̂  and Tc vary linearly with z while both P 
and q" remained essentially constant during the process of 
condensation. The vapor mixture and the coolant flowed in a 
countercurrent direction. It was also observed that both h and 
Tw decreased with z. The experimental results for the vapor 
mixtures were correlated in Fig. 5 by plotting \p against Re*, 
wherein 

iHNuCK/Pr,)0-8/^-3''0-3; y = Ud; Nu = 
hi 

~*7 

Re* = ̂ ; R^(-^L) ; H= 
Cp,AT 

(2) 

It is seen that irrespective of Yu, the condensation heat 
transfer performance can be correlated by the empirical 
equation 

Nu = 0.38(1j//)"°-3(Re*Pr,/7?)0-8 (3) 
Its accuracy is about ± 10 percent for Re* between 5.8 x 106 

and 7.5 x 107 and 77 ranging from 60 to 222. 

Theory 

It is desirable to predict thermodynamic equilibrium 
characteristics and condensation heat transfer performance of 
a nonazeotropic vapor mixture in a vertical tube. The 
following theoretical model is proposed: assuming an ideal 
binary mixture, the use of Raoult's law yields the tem
perature-composition diagram at constant pressure P = 2.53 
x 105 N/m2 for the R11-R114 mixture in Fig. 6. During the 
process of condensation, the temperature-composition 
relationship of the vapor phase follows the condensation-
point curve, while that of the liquid phase follows the boiling-
point curve in the direction indicated by the arrow sign. The 
relationship (7^, — Tse = Tu — Tle) is obvious. Figure 7 is a 
plot of (temperature change Tsi — Tse) versus Yu obtained 
using Raoult's law for two pressure levels, 9.31 x 104 N/m2 

and 3.92 X 105 N/m2 in solid lines. The experimental 
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Fig. 7 Comparison between Raoult's law and experimental results of 
temperature drop-inlet vapor composition relationship for R11-R114 
saturated vapor mixtures 

measurements of (Tsi — Tse) are superimposed on Fig. 7 for 
comparison with the theoretical prediction. Theory and ex
periments agree well over a substantial range of Yu: from 20 
to 90 percent. Figure 7 also shows that irrespective of the 
vapor pressure, the temperature difference takes a maximum 
value, about 3.5 °C in the range of y, = 0.5 to 0.6. 

Figure 8 is a plot of Yx versus z based on the linear Ts — z 
relationship observed in Fig. 4. Test results indicated by 
circles agree very well with the theoretical prediction (in a 
solid line) during the process of condensation. One may then 
conclude that R11-R114 mixtures behave like an ideal 
nonazeotropic binary mixture. 

Next, a semitheoretical model is proposed to determine the 
heat transfer performance during the condensation of an ideal 
nonazeotropic binary vapor mixture flowing downward inside 
a vertical tube. The physical system consists of vertical 
concentric pipes with the vapor mixture flowing downward 
inside the inner tube while the cooling fluid is flowing upward 
in the annular space. Figure 9 shows the control volume 

Raoult's law 

-YM = 0.66 

sc 0-6}- Vapor 
Flow ^ 

X„ = 0.66-^i 

J i 

100 
i/d 

200 
4H 

Fig. 8 Comparison between Raoult's law and measurements of 
change in vapor compositions along flow passage 

1 
dz 

Outer Pipe Inner Pipe 
Fig. 9 Control volume defined for theoretical analysis 

defined for the semitheoretical model. Both laminar and 
turbulent films are considered and are combined to give 
analytical results for the case of laminar flow in the upper 
portion of a tube surface and turbulent flow on the lower 
portion. 

The model is developed based on two empirical ob
servations: linear variations of Tc and Ts with z as depicted in 
Figs. 3 and 4. A linear variation of Tc with z implies a con
stant temperature gradient (dTc/dz) = —b, where b is a 
positive constant. A simple heat balance for the differential 
volume of the coolant in Fig. 9 yields q"ird dz = —{mCp)c 

dTr. It leads to 

Q" = -
(mCp)c dTc _b(mCp)c 

itd dz ird 
= constant (4) 

which agrees with the test results in Figs. 3 and 4. 
The linear Ts — z relationship gives Ts = Tsi - az. 

Although X varies with z, its mean value is employed as 
mentioned in the previous section. Now a heat balance on the 
differential volume of (diameter d and length dz) of the 
working fluid yields 

(m CpT)s+{-\dms) =q"irddz 

+ {ms+dms)Cps(Ts + dTs) 

With the substitution of dTs/dz = — a, one gets 
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d m„ dz 
(5) 

q"-wd-(mCp)sa \+Cps(Tsi-az) 

The equation is integrated from z = 0, where condensat ion 
begins, to z = z. With rearrangement in dimensionless form, 
one gets 

«( /? - ! ) 
MS = P-

in which 

* - ? = 0= -""'" : 
msia Cps 

^+CpsTsi 
a= ——— 

Cpsa d 

(6) 

(7) 

The nondimensional condensate flow rate M, ( = / ? j , / m s / ) is 
obtained by 

( 0 - l ) Z 
M,= \-Ms 

ct-Z 
(8) 

(«) Laminar Film. Consider the control volume defined 
in the condensate film in Fig. 9. For the laminar flow case, 
neglecting of momen tum effects, a balance of the shear, 
gravity, and pressure forces on the control volume yields the 
expression for the condensate velocity along the tube wall u as 
[6]. 

(Pl-Ps)g ' "2 

U=-
P-i \ 2 / ii, 

The continuity requires 

m, 
-Pi \ u dy = 

Jo 

(Pl-Ps)Plg V , PlTs8f 

(9) 

(10) 
ird Jo 3/i/ 2/t; 

which is a modified Nusselt analysis for condensation inside a 
circular tube, including the effect of vapor shear stress at the 
interface. It can be shown that if T„ is less than (6/w/yu,p, g2/ 
ird)W3, the cubic equation (10) has only one real root and two 
conjugate imaginary roots . With the simplification of p, — ps 

= Pi the real root is found to be 

&f=A+B-
2P,g 

(11) 

wherein 

X I f 1 

[ B \ lP
2

g[ 2 V 4p,g2 

"irhiix, 

ird ) 

When the incoming vapor velocity is low, TS becomes 
negligibly small. Equat ion (11) is then reduced to 

3m,m \ m / 3 R e , A f , \ 1 / 3 

1 V -Kdpfe ) \ AGa ) 

where 

8f n Am 
-£; Re,= —r 
d irdiii 

Re, is related to Re* by 

A / = 4 ; R e / = — ^ ; Ga=^ 

Re, = R e - ( - ^ - ) / , 

(13) 

(14) 

(15) 

The local value of the laminar heat transfer coefficient hf is 
determined as 

k, k, V AGa(a-Z) 
"f 5f d L 

1/3 

of u L 3 R e , Z ( / 3 - l ) J 

The condensation mean Nusselt number is defined as 

Nu,= ¥ 

(16) 

(17) 

Here, hf is the integrated average value of h 

v-rj: 
The condensation length / can be determined by 

/n„-X /M„-X 
/= o r T ) = • 

b(mCp)c bd(mCp)c 

Equat ions (16-19) are combined to yield 

AGa H 1 / 3 f [r ;2(a-77)]1 / 3 

(18) 

(19) 

r 4 G A n " 3 r 
N u ^L3Re7(^ I ) j 4 " 

1 , 1 [ ( a - 7 j ) , / 3 + ^ 1 / 3 ] 3 

In (20) 

1 
— j~ arc tan 

V3 

2 ( a - r ) ) J 

V 3 T J 1 / 3 

The expression can be rewritten as 

2V3J 

- / v} \ 1/3 

^h(kk) =F/Re' (21) 

where F is functions of a, /3, and 17 and is defined as 

4 1 1/3 / a \ r f a 2 ( a - i ? ) ] l / 3 

-[^r,] "(fH! 

1 , I [ ( a - i / ) 

a 

1/3 + ~l/3l3 

a 
(22) 

-„-\in_„i/3-1 r 2 ( a - i j ) ' " - i / ' " - | 7T -j 

- V f a r c t a n L — v i v 7 5 — J + 273J 
For complete condensation, Nusselt 's theoretical result for 
filmwise condensation of pure vapor on vertical surfaces gives 
F = 1.47, for Re, not exceeding 2100 [7]. 

(ft) Transition From Laminar to Turbulent Film. With 
film condensation of vapor mixture on a tall vertical tube, one 
can easily obtain condensation rates such that the condensate 
film Reynolds number 

Re 6 =4 /M, / ( i r a r / i , )=Re ,Af ,=Af ,Re*p I / ( ' ?P / ) (23) 

exceeds the critical value (1800 with T„ = 0, based on a freely 
falling film [7]) at which turbulence begins. Substituting the 
transition Reynolds number 

( R e 6 ) c r = ( R e / M , ) c r = 1800 

into equation (13), one obtains 

1350 ^ 2 \ 1^ / 1350-_ / 1 3 5 0 vf\ _ / £ 3 5 0 \ 

~\~Ga~) 

(24) 

(25) 

where 8cr is the film thickness at the transition from laminar 
to turbulent films. The substitution of equation (24) into 
equation (8) yields 

7 = 

1 + 
( f l - l ) R e „ 

1800 

(26) 

(c) Turbulent Film. For turbulent flow of the con
densate layer, the friction factor / in conduits was used for 
flow of liquid layers, while the analogous heat transfer factor 
j was employed for the heat flow across 5, [8, 9], / can be 
expressed as 

1 f= 5,3Pi2g 

2 (m,/ird)2 (27) 
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This expression is combined with the f—j relationship for 
turbulent flow in conduits, i.e.,y'=//2, to give 

ii^yr - Mi4-.') 5,= 
L pfg 

The definition of j produces 

h,= 
j Cpth, 

(28) 

(29) 
7T d <5,Pr,2/3 

while the empirical expression in [9] reads 

7 = 0.027 Re5-°-2 (30) 

The substitution of equations (28) and (30) into equation (29) 
is followed by the incorporation of equation (8). One then 
obtains the local heat transfer coefficient in the turbulent 
condensate layer as 

/ ! , = 0 . 0 5 0 9 ^ ( G a P r , ) 1 / 3 [ R e / ( / 3 - l ) ] 0 2 ( ^ - ) ' (31) 

The average value of h, over the range of zcr < z < / can be 
determined by 

* , - • ' 

h,dz 
I Zcr " <-cr 

The mean Nusselt number is 

h I (Pr Ga)1/3 

Nu,= - f = 0.0793 r,^ ^ [Re, (0-1) ]° 

in which 

(32) 

(33) 

f El 
H — 

•5 \+E J 
In 

E/ + 1 

E~+l 

20 
•In 

EJ +1 

1 I [2E,2 + (V5 -\)Et + 2][2EC
2 - (V5 + !)£„ + 2] 

+ 4V5 "I [2E,2 -(V5+ \)E, + 2][2Ecr
2 + (V5 - ! )£„ + 2] 

1 
To 

R10 + 2V5 arc tan 

+ ^10-2V5arctan 

4E,-l+V5 

^10 + 2VJ 

4 £ , - l - V 5 

- ^ 1 0 + 2VJarc tan 

Vl0-2V5 

4 £ „ - l + V 5 

- ^ 1 0 - 2 V J a r c tan 

and 

^ 1 0 - 2 V J 

4 £ „ - l - V 5 -
] V10-2VJ 

£ / = ( ^ ) 1 / 5 ; ^ = ( ^ ) 
\ a — JJ / \ a — Zcr / 

(34) 

(35) 

(rf) Overall Heat Transfer Performance. The average 
heat transfer coefficient in the combined laminar and tur
bulent regions over the entire condensate layer is evaluated by 

hfzc + h,(l-zc) 
hn = 

I 

It can be written in dimensionless form as 

hj Nu fZ„ . . / . Z„ 
Nu„ = 

k, 
Uf^cr 

V 
+ Nu 0-*0 

(36) 

(37) 

(e) Effect of Superheated Vapor and Subcooled Con
densate. It is important to take the effects of superheated 
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Fig. 10 Comparison between theoretical prediction and test results 
for local condensation heat transfer coefficient distribution in laminar 
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Fig. 12 Comparison between theoretical and experimental results of 
average condensation heat transfer performance 

vapor and subcooled condensate into account in the deter
mination of heat transfer performance. When the wall 
temperature is below saturation and film condensation oc
curs, the condensation rate is increased by greater 
superheating. Rohsenow and Choi [5] suggested modifying 
the analysis only by accounting for the larger enthalpy change 
from the superheated vapor to the subcooled condensate. This 
is accomplished by replacing X with X' in equations (2) and 
(7), where 
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X' = Cm (Ts - TM) + X+jCpl(Tsat - T„) (38) 

Comparison Between Theory and Experiments 

Equations (16) and (31) for the axial distribution of local 
condensation heat transfer coefficients are graphically 
depicted as the solid line indicated by hlh in Figs. 10 and 11 for 
laminar and turbulent condensate film flows, respectively. 
Figure 10 corresponds to the laminar condensation of a vapor 
mixture with Y} = 0.64, and at a relatively low mass flow rate 
of 18 kg/h, as well as shorter condensation length of rj = 72. 
In contrast, a mixture with Y^ - 0.32, but at a relatively high 
mass flow rate of 44 kg/h and a higher value of 77 = 180, is 
depicted in Fig. 11. The condensate film flow underwent a 
transition at 77 = 128. The experimental results of the local 
condensation coefficient /)exp are superimposed in the figures 
for comparison with theory. Also plotted is the measured 
results of the vapor temperature Ts as dotted lines. In Fig. 10, 
theory underpredicts but compares well with experiments, 
especially at low values of z/d. However, at high flow rate in 
Fig. 11, test results surpass theoretical predictions in the 
laminar condensate flow regime due to the neglect of effects 
of steam flow velocity. The discrepancy between theory and 
experiments in the turbulent region is originated in the ap
plication of the f=2j relationship. The theoretical and ex
perimental curves in the laminar range are practically parallel 
starting from 77 of approximately 30. h decreases with 77 in the 
laminar flow region due to an increase in 5, while the increase 
in h in the turbulent flow regime was attributed to an increase 
in the condensate flow rate along the condensation path. 

Theoretical prediction of the average condensation heat 
transfer performance, using equations (20) and (37) for 
laminar and combined flows, respectively, is compared with 
test data in Fig. 12. The empirical expression (3) is 
superimposed in the figure. The transition from laminar to 
turbulent flows occurs at Re J. of about 3.0 x 107, 
corresponding to (Re6)„. = 1800. Theoretical prediction 
agrees well with test results in both the laminar and turbulent 
flow regimes. If, however, the empirical coefficient of 0.027 
for tube flows in equation (30) were replaced by 0.0295 for 
flows over a plate [11], one would obtain an excellent 
agreement between theory and experiments in the combined 
flow range. 

An examination of equations (20) and (33) reveals that 
condensation heat transfer performance as measured by Nu is 
a function of five dimensionless parameters Ga, Re,, 13, a, 
and rj in the laminar condensate film and six parameters Ga, 
Re,, (5, a, 17, and Pr, in the turbulent case. The value of Nu 
increases linearly with Ga1/3 in both the laminar and turbulent 
condensate films. However, it decreases with [((3- l)Re,]1/3 in 
the laminar case but increases with Re0-2 in the turbulent case. 
At transition, the condensate film thickness Acr varies in
versely with Gain, while the location shifts linearly with a 
and inversely with (/S— l)Re,. 

Conclusions 

The condensation of R11-R114 vapor mixtures in a vertical 
tube in countercurrent flow with the coolant is studied ex
perimentally and theoretically. It is concluded that: 

1 R11-R114 mixtures behave like ideal nonazeotropic 
binary mixtures. 

2 The vapor temperature falls linearly along the flow path 
during the condensation process, and the vapor-coolant 
temperature difference remains fairly constant throughout the 
flow passage. 

3 The condensation heat flux is constant along the flow 
path in most countercurrent flow cases. 

4 The empirical equation (3) correlates test data for 
condensation of ideal nonazeotropic binary mixtures and can 
also be applied to the condensation of pure vapors. 

5 The semitheoretical equations (20) and (37) for heat 
transfer performance in the laminar and combined flows, 
respectively, correlate well with experiments. However, 
theoretical prediction for the axial distribution of local 
condensation heat transfer coefficients by equations (16) and 
(31) is less satisfactory at high flow rates. 

Future studies should refine the theoretical models to take 
into account the effects of steam flow velocity (namely shear 
stress at the vapor-liquid interface), inertia and energy 
convection in the laminar flow regime, and to use a more 
sophisticated condensation heat transfer model for the tur
bulent flow region. 
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Heat Transfer Enhancement in 
Laminar Slurry Pipe Flows With 
Power Law Thermal Conductivities 
Generalized theoretical results for heat transfer in laminar pipe flow with power law 
varying thermal conductivities are presented. The study is motivated by ex
perimental observations that above a threshold shear rate the effective thermal 
conductivity for disperse two-phase mixtures increases with shear rate. Using a 
relatively general three parameter power law model for conductivity as a function of 
shear rate, heat transfer results for short and long pipes as well as with developing 
thermal profiles were obtained for both the uniform wall heat flux and uniform 
wall temperature conditions. The results show that significant enhancement in heat 
transfer coefficient could be obtained from the microconvective effects. 

1 Introduction 
A number of communications have reported on the 

evidence of shear-enhanced heat and mass transfer in flowing 
slurries and in flowing blood [1-4]. The phenomenon was 
systematically investigated by Sohn and Chen [5]. Their 
results showed that the thermal conductivity of a dispersed 
two-phase mixture increases with shear rate when the particle 
Peclet number (Pe = ed2/a) is sufficiently high. Here e is the 
local shear rate, d the particle diameter, and a the heat dif-
fusivity. The nature of the Peclet number dependence shown 
by the data, as well as a theoretical model formulated to 
explain the phenomenon [6,7], indicates that the en
hancement is due to particle-scale microconvection associated 
with particle-fluid interactions in the shear field. 

The phenomenon suggests a new approach to the en
hancement of convective heat transfer. The enhancement of 
conductivity is strongly dependent on the particle diameter. 
On the other hand, the apparent viscosity of suspensions is 
known to be relatively insensitive to the particle diameter. 
Thus, with a proper choice of parameters, significant increase 
in heat transfer coefficients may be possible without excessive 
pressure drop penalties. The objective of the present com
munication is to provide theoretical heat transfer coefficients 
based on a general three-parameter conductivity model, which 
can be readily fitted to either observed or predicted data on 
the shear dependent thermal conductvity. 

For the purpose of calculating heat transfer coefficients in 
laminar slurry pipe flows, it will be assumed that the particle 
diameters are small relative to the pipe diameter, so that the 
slurry can be treated as a single-phase fluid with a given 
viscosity and thermal conductivity. It is known that for 
sufficiently large solid volume fractions, the interaction of the 
solids generally leads to a relatively uniform distribution of 
solids through the radius of the pipe, with the exception of a 
thin particle-depleted layer in the vicinity of the wall. The 
thickness of this layer is of the order of the particle diameter 
[8]; thus, in the limit of small d/R, it is also justified to neglect 
the presence of the particle-depleted layer as part of the 
continuum assumption. 

A parabolic velocity distribution will be assumed in the 
present analysis for simplicity of analysis. Studies on 
suspension rheology have shown that at low rates of shear, 
slurries may exhibit non-Newtonian behavior. At higher shear 
rates, including those corresponding to the higher flow rates 
encountered in engineering applications, suspensions con
taining granular particles (in contrast to filaments or fibers) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
15,1982. 

tend to be Newtonian [9]. It is also reported that suspensions 
of noninteracting spheres are usually Newtonian up to a 
volume concentration of 25 percent or higher [10], Ob
servation of parabolic velocity profiles for suspensions of 
neutrally buoyant particles is also reported [11]. Accordingly, 
the parabolic velocity profile should be valid for a large 
number of conditions of interest. General trends of the results 
should also be applicable to fully developed flows of non-
parabolic velocity distribution, whose analysis poses no 
significant difficulties and promises no significant insight. 

2 Model 
The theoretical model for present analysis is shown in Fig. 

1. Neglecting the axial conduction as in most high-Peclet-
number convection studies, the energy equation is 

2Pcpu{l-^R)2} dT 
Yx ' 

d 

Tr K>sl (1) 

This problem differs from the usual laminar convection 
problem [12] in that the thermal conductivity k is now a 
function of radial position due to its dependence on the local 
shear rate. In view of the data cited above [5], a relatively 
general yet simple three-parameter model of the thermal 
conductivity-shear rate dependence shall be assumed (see Fig. 
1) 

Tw 

X < 0 : T = T| ; X > 0 : q w = C or T w = C 

Ink 

,gt 

*• In e 

Fig. 1 Schematic Illustration of theoretical model for heat transfer in 
pipe flow 
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Fig. 2 Variation of Nusselt number for fully developed flow with 
respect to shear rate ratio and conductivity ratio for n = 0.5 

k = k0 fore<e, (2a) 

k = k0(e/e,)n fore>e, (2b) 

where e, denotes the threshold shear rate below which there is 
little enhancement, k0 the unenhanced thermal conductivity, 
and n the experimental exponent. Admittedly, the discon
tinuity at e = e, is not too realistic. However, no significant 
error is expected to result from such an assumption especially 
when k„>>k0 as will be discussed later. The power law form 
of equation (2) was motivated not only by the experimental 
trend shown in [5], but also by the fact that for kw/k0 > > 1 
the normalized equation and the results depend on the ex
ponent n only. Furthermore, the model is relatively general; 
by varying the three parameters k0, e,, and n, very faithful 
matching to any experimentally observed curve can be made. 

For a parabolic velocity distribution, the rate of shear is 
proportional to r. Thus the dependence of k on r can be ex
pressed in the following form 

k/kw=(r/R)" for r>r, (3a) 
k/kw=(r,/R)" for/•</-, (3b) 

where kw, the conductivity at the wall, and r,, the threshold 
radius, can be evaluated from k0 and e, using the relationship 

kw=k0(4U/(e,R))" (4a) 

r,= (e,R2)/(4U) (4b) 
For equation (4), we have restricted our attention to the 
nontrivial case when k„ is greater than k0. It will be found 

that kw rather than k0 is more convenient as the reference 
quantity in dimensionless parameters. The quantities kw and 
k0 can be easily converted into each other by equation (4). 

3 Results 
Solutions to equation (1) are obtained with the following 

sets of boundary conditions. 
(a) Uniform wall heat flux: 

(dT/dr)r=R=-q„/k; (dT/dr)r=0=0; T(r,x = 0) = T, 

(5a,b,c) 

(b) Uniform wall temperature: 

T(r = R,x)=Tw; (dT/dr)r=0 = 0; T(r,x = 0) = T, (6a,b,c) 

In the following, the solutions for the limiting cases of very 
long and very short pipes as well as the solution for thermally 
developing profiles are presented. 

3.1 The Limiting Case of Very Long Pipe With Uniform 
Wall Heat Flux. The Nusselt number for a fully developed 
flow is given by 

(«2-18n + 88) n /r,\4-" 
Nu ',W *~ I 

2(4-n)(6-n)(8-n) 2(4-n) 

3(6-«) GO' 16(8-n) an (7) 

where Nu9iW denotes the Nusslet number defined on the basis 
of kw. Thus, as kw increases, there is a continued increase of 
the heat transfer coefficient even as Nu?iB, approaches a 
constant asymptotic value. To illustrate this, Nu,,,, 
(=hD/kw) and Nu? 0 (=hD/k0) are both plotted in Fig. 2 as 
functions of e„/e, and k„/k0. It is seen that for ew greater 
than 3et, Nu9ill, is essentially a constant (Nu9fW = 3.64) 
whereas Nu,^ continues to increase as kw/k0 is increased. For 
this reason, it is more convenient to present the results in 
terms of Nusslet numbers based on kw. For ew/e,=kw/k, = 1, 
the solution reduces to the well-known solutions for uniform 
conductivity [12-14]. 

3.2 The Limiting Case of Very Long Pipes With Uniform 
Wall Temperature. The asymptotic solution for fully 
developed temperature profile is in the form 

T- Tw = Cf(r) exp ( - mxIR) (8) 

This solution, in fact, corresponds to the first term of the 
eigenfunction expansion presented in section 3.4.2. For the 
case of n = 0.5, the Nusselt number is 

Nu7 > = \1 /2 = 2.88 fore,v>>e, (9) 
NurH, and Nu r o are plotted in Fig. 2 as functions of ew/e: 
and kw/k0. Again it is seen that Nur]W is essentially constant 

Nomenclature 

C = 

cP = 

d = 
e ~ 
h = 
k = 
n = 

Nu = 
Pe = 

q ~ 

coefficient of eigenfunction 
series expansion 
specific heat at constant 
pressure 
particle diameter 
shear rate 
heat transfer coefficient 
thermal conductivity 
experimental exponent for a 
power-law relationship 
Nusselt number 
Peclet number 
heat flux 

R = pipe radius or eigenfunction 
Re = Reynolds number 

r = radial coordinate 
r* = rlR 
T = temperature 
U = bulk velocity 
x = axial coordinate 

x* = (a„/UD)(x/R) 

Greek Symbols 
a = heat diffusivity 
p = density 
A = eigenvalue 

Subscripts 

/ = 

r = 

quantity at the inlet of the pipe 
quantity at the unenhanced 
state 
related to uniform wall heat 
flux condition 
quantity at the threshold shear 
rate 
related to unifrm wall tem
perature condition 
quantity at the wall 
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Table 1 First three eigenvalues and constants 

X 

c 
R'W 

X 

c 
R'W 

X 

c 
R'W 

n = 0.5 
5.76 
1.72 

- .637 

27.4 
-1 .32 

.631 

65.5 
1.16 

- .626 

Tw = const 
n = 0A 

6.07 
1.66 

- .709 

30.5 
-1 .18 

.749 

74.0 
.997 

- .768 

n = l /3 
6.28 
1.62 

- .758 

32.6 
-1 .10 

.833 

79.9 
.909 

- .872 

for ew/e, greater than 3, corresponding to k„/k0 greater than 
1.73. The values of \ for different values of n are shown in 
the Table 1. It is noted that, as in the case of uniform heat 
flux, the Nusselt number hD/kw is essentially independent of 
kw/k0 for kw/k0 >2. 

3.3 The Limiting Case for Very Short Heated Lengths. For 
a pipe with a fully developed velocity profile and a very short 
heated length, the thermal boundary layer is very thin relative 
to the pipe radius. Within the thermal boundary layer, the 
variation of shear rate could be neglected and the thermal 
conductivity can be approximated to the value corresponding 
to the wall shear rate. The problem is now reduced to the 
classical Leveque problem [15], which can be solved 
analytically through similarity transformations. 

3.3.1 Uniform Wall Heat Flux Solution. The Nusselt 
number along the axial direction is given by 

NuQiW=hD/kw = l.6404x*(-[/» (10) 

3.3.2 Uniform Wall Temperature Solution. The Nusselt 
number along the axial direction is given by 

NuT>w=hD/kw = 1.3566x*^~[/i) (11) 

3.4 General Problem. Between the two limiting cases, the 
problem can be viewed as a modified Graetz problem with 
variable thermal conductivity. Solutions are obtained by 
separation of variables [12] for both wall boundary con
ditions. 

3.4.1 Uniform Wall Heat Flux Solution. The local Nusselt 
number is given by 

NuX]?,w =2/1 D C„ exp(-\mx*)Rn (r* = 1,K) 

+ 2/Nu,,w) (12) 

where Nufli„ is the Nusselt number for the fully developed 
case given in equation (7). 

3.4.2 Uniform Wall Temperature Solution. The local 
Nusselt number is 

Nu*,r,»v = ( E C" e x P(" Kx*)R'„(r* = 1 ,X„)) 
N n = l ' 

/ ( * £ (C„/X„)exp(-X„x')^(r* = l,X„)) (13) 

The asymptotic value of the local Nusselt number is the 
solution for a fully developed flow given in equation (9). 

The shooting method was employed to solve the eigenvalue 
equations resulted in the separation of variables for equation 
(1). Details of the calculation can be found in [16]. The 
fourth-order Runge-Kutta method is used for integration of 
the differential equations. For the evaluation of coefficients 
in the eigenfunction expansion, the extended Simpson's rule is 
used for numerical integration. 

qw = const 
n = 0.5 

16.0 
.744 

- .307 

48.2 
-4 .03 

.206 

97.0 
.286 

- .159 

n=0.4 
17.7 
.651 

- .341 

54.4 
- .334 

.238 

110. 
.231 

- .188 

« = l/3 
18.9 
.598 

- .365 

58.3 
- .297 

.261 

120. 
.202 

- .209 

' T W =C 

I 1 i i i i i 
2 5 0.01 2 5 0.1 0.2 

(aw/UD)(x/D) [=(l/RePrw)(x/D)] 

Fig. 3 The Nusselt number (NuX|W) based on wall conductivity as a 
function of Graetz number ((a„IUD{xlD)) compared to the Graetz 
solution with uniform conductivity 

The local Nusselt numbers based on the thermal con
ductivity at the wall (Nuxlv) for both wall conditions can be 
calculated from equations (12), (13), and Table 1 (which 
contains the first three eigenvalues). Up to the tenth eigen
values and associated quantities are given in [16]. The heat 
transfer results for n = Q.5 and 0.3 are shown in Fig. 3. As 
expected, the local Nusselt numbers approach the fully 
developed solutions (equations (7) and (9)) when x* is large, 
and the Graetz solutions when x* is very small. The latter 
means that across the thinner thermal boundary layer the 
shear rate approaches the wall shear rate, and the results 
approach the solutions for constant thermal conductivity. It 
should be noted that the Nusslet numbers in Fig. 3 are based 
on the wall thermal conductivity, which would be increased 
from the unenhanced value k0 to the value kw predicted by 
equation (4a) as the shear rate is increased. 

4 Discussion 
For both the thermally developed and developing cases 

considered above, NurjW and Nu?lv are essentially in
dependent of kw/k0 for kw/k0 >2. This suggests that the heat 
transfer behavior is primarily sensitive to the wall con
ductivity k„ and n. The latter can be shown to be equal to {d 
\n(k)/d ln(/-)) w, and hence describes the variation of k with 
respect to r near the wall. On the other hand, at k0 the 
unenhanced conductivity of the fluid near the centerline is 
seen to play a very insignificant role. This is, of course, not 
unexpected, since by far the most important heat conduction 
process takes place near the wall. For similar reasons, the use 
of the discontinuous model, equation (2), instead of a more 
continuous expression, to approximate the K(e) relationship 
is also justified for kw/k0 >2. For kw/k0 <2, a more detailed 
analysis would be necessary if precise results are desired. This 
discussion suggests that in the attempt to approximate an 
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Fig. 4 The Nusselt number (Nux 0) as a function of (a0/l/D(x/D) for 
several conductivity ratios, n = 0.5' 

Table 2 Theoretical enhancement ratios for thermal con
ductivity and heat transfer coefficients in slurry pipe flows" 

Velocity Particle 
(m/s) diameter 

Thermal 
conductivity 
enhancement 

ratios 

Tube 
diameter 

Heat Transfer 
coefficient 

enhancement 
ratios 

Tube 
diameter 

0.1 

1.0 

10. 

(mm) 
0.1 
0.3 
1.0 

0.1 
0.3 
1.0 
0.1 
0.3 
1.0 

3 mm 

3.0 

2.8 
9.4 

3.0 
8.9 
30. 

10mm 

1.6 

1.6 
5.2 

1.6 
4.9 
16. 

3mm 

2.5 

2.4 
7.9 

2.5 
7.5 
25. 

10mm 

1.4 

1.3 
4.3 

1.4 
4.1 
14. 

"For fully developed flows with n = \/2, Pe, =300 [5], a=10~7 

m / s , and qw = const. 

experimentally observed k(e) relationship by a power law, 
efforts should be directed toward obtaining a good fit near the 
wall shear rate ew. The parameters n, et, and k0 can be 
evaluated from the known function k—k(e) using the 
following expressions 

n=(e„/kw)(dk/de)e=ew (14a) 

ko=k(0) (146) 

e,=ew(k0/kw)i/n (14c) 

For design calculations and parameteric studies, scaling 
laws are convenient. These can be obtained for the very long 
and very short pipes by substituting e ~ U/D and equation (4) 
into the respective results. The results are 

For very long pipes: 

h~kw/D~(Ud2)"k0
l~"D-1~" (15a) 

For very short pipes: 

h~kw/D~(Ud2/D)2">lk0
2<>-">/3 (U/D) m (15*) 

No such simple scaling law is possible for the general case of 
thermally developing flows. It is expected that for this general 
case, the dependence of h on the parameters would lie some 
where between those of the two limiting cases. 

One of the values of the present analysis is to provide a 
glimpse of the extent of heat transfer enhancement that might 
be possible from the use of slurries as heat transfer fluids. To 

this end, Fig. 4 shows a comparison between the heat transfer 
coefficients, expressed in Nusslet numbers based on k0, for 
several values of kw/k0 with « = 0.5. Significant increase in 
heat transfer coefficients for the case of enhanced thermal 
conductivity is noted. As a more physical illustration, the 
estimated increases of thermal conductivity and heat transfer 
coefficient in slurry flow in pipes for several combinations of 
particle sizes, pipe diameters, and velocities are shown in 
Table 2. It is seen that rather dramatic increases of the heat 
transfer coefficient are predicted for some range of con
ditions. Because the present analysis neglects the particle-
depleted layer and other complexities of slurry flows, it is not 
known whether the predicted high heat transfer coefficents 
can actually be realized in practice. Experimental studies to 
verify these predictions would be desirable. 

The thought of using slurries as heat transfer fluids might 
strike some engineers as being too radical. After all, con
ventional pumps and fluid handling equipments may no 
longer be suitable. However, one must admit that potential 
rewards in high heat transfer rates are tantalizing. Fur
thermore, slurries have at least another potential advantage, 
i.e., their natural antifouling properties. On the other hand, 
the use of suitable liquid-liquid, two-phase mixtures may lead 
to heat transfer enhancement without the handling dif
ficulties. These possibilities suggest exciting frontiers worthy 
of further exploration. 
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Simplified Analysis of Air-Bubble 
Plumes in Moderately Stratified 
Environments 
This paper is concerned with the behavior of buoyant plumes driven by rising gas 
bubbles through a moderately stratified liquid environment. A two-phase 
mathematical model is proposed for calculating the induced turbulent vertical liquid 
flow and its temperature. Simultaneous numerical solutions of the continuity, 
momentum, and energy equations are obtained for the two cases of an axisym-
metric and a two-dimensional air jet submerged in water. Water pumping rates, 
liquid velocities, plume radii (widths), and temperatures are obtained as a function 
of air flow rates, depth of submergence, and the assumed temperature profile of the 
water in the region far away from the jet. Effects of temperature stratification in the 
liquid region far away from the jet resulted in increased liquid flow rates as well as 
increased plume cross-section areas. Comparisons are made with the experimental 
information available in the literature. 

Introduction 

Buoyant plumes driven by a source of gas bubbles have 
found a number of successful applications over the years. 
Bubble plumes have been used to prevent parts of the surface 
of a river or a lake from freezing over [1-2]. Oil slicks on 
water surfaces can be contained by bubble plumes [3]. Bubble 
plumes have also been used as barriers against saltwater 
intrusion in rivers and lakes, and for aeration in water 
purification and waste treatment plants. Protection from 
underwater explosion damage is another application. 

In recent year, some analytical work has been done aimed 
at defining models of isothermal buoyant plumes. Cederwall 
and Ditmars [4] suggested a model that is based on the 
similarity of bubble plumes and buoyant plumes. The bubble 
distribution is then represented by a Gaussian density 
distribution across the plume and a virtual origin of 0.8 m 
below the injection plate is necessary to fulfill the boundary 
conditions of zero momentum flux and mass flux of water at 
the position of the virtual origin. This allows a starting 
solution presented for that of a simple plume to be used which 
leads to a solution that is only valid well above the injection 
point. Kobus [5] presented a model which is similar to that of 
[4]. The relative bubbble velocity was assumed to be negligible 
compared to the water velocity for small air rates and the 
entrainment coefficient was adjusted in terms of the slip 
velocity in order to find an appropriate solution. A second 
approximate solution was found for large air rates when the 
averaged bubble velocity is considered constant. Kobus's 
experimental results were in agreement with these two 
hypotheses. 

Hussain and Siegel [6], based on observations of a stream 
of air bubbles rising through liquid water, treated the plume 
as double-zoned liquid jet in which the inner zone consisted of 
a single row of big bubbles with their wakes rising from a 
single orifice. The outer zone consisted only of entrained 
liquid. The key parameter in this model is again the en
trainment coefficient. The value for a single phase jet was 
used as a basis, corrected for the gas liquid density ratio and 
for the relative bubble motion in the inner zone. 

Most recently Milgram [13] presented experimental data 
obtained for an axisymmetric bubble plume in an isothermal 
environment. Milgram's experiments took place in Bugg 
Spring, which is a natural sinkhole spring located at 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 29, 
1983. Paper No. 83-HT-69. 

Okalumpka, Florida. Experiments for measuring velocity 
profiles were conducted with a gas outlet depth of 50 m and 
gas flow rates up to 0.59 normal m 3 / s . Based on these ex
perimental data, Milgram developed a numerical model based 
on the integral formulation of the conservative equations. 
Gaussian velocity profiles were used and the entrainment 
coefficent was taken to be a variable that depends on both the 
gas flow rate and the depth. Hussain and Narang [7] extended 
the analysis of the axisymmetric jet model, developed by 
Hussain and Siegel [6], to the two-dimensional case. The 
axisymmetric air-bubble plumes will exist when air is released 
from a single orifice submerged in water. The two-
dimensional air-bubble plumes will exist when the air is 
released from either a perforated tube or a tube with 
longitudinal slot submerged in water. Top-hat velocity 
profiles were employed by Hussain et al. [6-7], in contrast to 
Guassian velocity distributions that were employed by [4, 5, 
13]. McDougall [10] reported on the behavior of bubble 
plumes in highly stratified environments. McDougall's ex
perimental observations led him to develop a model very 
much similar to the one developed earlier by Hussain and 
Siegel [6]. The numerical results reported by McDougall 
indicate that the rate of spreading of the plume increases with 
increasing stratification level in the liquid. McDougall's 
theoretical model employs top-hat velocity and temperature 
profiles. 

In all the aformentioned investigations, the bubble plumes 
were assumed to be isothermal and thus no stratification 
effects were considered. Recently Goossens [8] presented a 
study of reservoir destratification with bubble columns. The 
plume model suggested by Goossens [8] has three stages of 
development. The first stage is where the liquid moves only in 
the bubble wakes. This region is of negligible height. The 
second stage starts with a short contraction, which is followed 
by an entraining region. The third stage is located near the 
water surface, the liquid ceases entraining and flows off 
radially. The entrainment coefficient for the second stage was 
determined experimentally. 

The purpose of the present investigation is to extend the 
analysis of Hussain et al. [6, 7], to include the effect of 
temperature stratification for both the axisymmetric jet as 
well as the two-dimensional jet. 

Analysis 

(/) Axisymmetic Air-Bubble Plumes. The axisymmetric, 
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two-phase jet considered here is essentially that of Hussain 
and Siegel [6] and is shown in Fig. 1. The flow field is assumed 
to be steady and fully turbulent. The liquid field is 
nonisothermal, and therefore, the liquid density is considered 
to be a function of temperature. The gas density is assumed to 
vary according to the ideal gas law. In the present in
vestigation no attempt has been made to analyze the jet's 
turning zone when it reaches the liquid surface. It is also 
assumed that the gas leaves the submerged orifice with 
negligible upward momentum. The bubbles are assumed to be 
sufficiently large so that their drag is fully turbulent, and 
hence they rise at a constant terminal velocity relative to the 
liquid. The local bubble velocity is assumed equal to the local 
liquid velocity plus the bubble terminal velocity. 

It is important to note that the present two-phase plume is 
different from the single-phase buoyant plume in a stratified 
environment. Morton [9] has indicated that a height is 
reached where the plume stops rising and starts spreading out 
due to the decrease in the buoyancy forces. For a bubble 
plume in a moderately stratified environment, the bubbles in 
the inner region of the plume obviously will continue to rise to 
the liquid surface where they burst out. However, the rising 
entrained liquid, in both the inner and the outer region of the 
plume, will turn at the liquid surface and move horizontally 
outward as shown in Fig. I. McDougall [10] observed that 

some of the liquid in the outer part of a bubble plume in a 
highly stratified environment can leave the plume and spread 
out horizontally at its own density level. 

Gas Continuity. It is assumed that in the central region of 
the jet, bubbles are rising in a chain bubble fashion and that 
\/{K+ 1) of the vertical height is occupied by the gas bubble 
and K/{K+ 1) is occupied by the liquid wake. This is shown in 
Fig. 2. For a fixed gas flow rate, the mass flow rate, Mg, of 
the gas at any depth x can be written as 

M, -r 2wr 

k+1 
p„ U„dr = Constant 

Where the gas density is given by the ideal gas law 

1 

~RTl Pe = -^iPa+Pl(E-X)] 

(1) 

(2) 

Liquid Continuity. The following equation accounts for the 
liquid carried into the liquid region and also into the bubble 
wakes of the jet by the turbulent entrainment 

d [ k f"c C" I 

= - (27rp,ri;)r_00 = 2irEaphUl (3) 

Nomenclature 

c = 

C„l — 

E 
E0 

ED 

K 

radius or half width of jet, as ht0 = 
appropriate, m 
radius (or half width) of inner k = 
zone of jet, m 
specific heat capacity of gas at L — 
constant pressure, J/K kg 
specific heat capacity of liquid Mg = 
at constant volume, J/K kg 
entrainment coefficient 
entrainment constant M, = 
drag force (see equation (4)) 
universal gravitational 
constant, 1.0 kgm/Ns2 Pa = 
specific enthalpy of gas, J/kg 
specific enthalpy of the liquid Q, = 
inside the jet, J/kg 

specific enthalpy of the liquid 
outside the jet, J/kg 
ratio of wake volume to 
bubble volume 
depth of gas source below 
liquid surface, m 
mass flow rate of gas, kg/s 
(kg/s m for two-dimensional 
jet) 
mass flow rate of liquid 
pumped, kg/s (kg/s m for 
two-dimensional jet) 
atmospheric pressure, 1.0132 
x 103 N/m2 

volumetric flow rate of liquid 
pumped, m 3 /s 

Ps 

Pi 

Plo 

' lo 

u, 
x 
y 

radial coordinate for the 
axisymmetric plume 
gas density kg/m3 

liquid density kg/m3 

jet's ambient liquid density 
kg/m3 

gas temperature, K 
ambient liquid temperature, K 
bubble terminal velocity, m/s 
gas velocity, m/s 
liquid velocity, m/s 
depth of fluid, m 
transverse coordinate for the 
two-dimensional plume 
surface tension, N/m 
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Gas and Liquid Momentum. The upward buoyancy force 
of the bubble is balanced by a small change of bubble 
momentum and a large drag force FD of the liquid on the 
bubbles: 

Jo k+\ 
(p,-p )2wdr = —-s dx i: i 

k+\ 
lirrp Uldr + FD 

Where F 
. _ d rC"c 

dxlJo 

(4) 

k+\ 
2irrplU

2
gdr + 2-rcrp/U'! Jdr] 

Gas and Liquid Energy Equation. The body of water 
containing the plume is assumed to be infinite and to have no 
ambient flow pattern. This limits the present model to regions 
very close to the jet. Although the gas may emerge at a 
temperature different from the water temperature at that 
location, the heat transfer between the water and the gas 
bubble will soon ensure that the bubbles are at the same 
temperature as that of water. This has been shown to be true 
by McDougall [10]. Consequently, one can assume that the 
thermal gradients are small and therefore energy transport by 
conduction can be ignored compared to that caused by the 
adiabatic turbulent mixing. Based on this assumption, the 
energy equation may be written as 

ikTi{\yu^dr+\yp*i 
d r 2TT 

dx 
rUgpghgdr+\ rpg—

Ldr+\ rp„Ug—xdr i: t 
2vk (">. 

k+1 I r rpiu*h»dr+r rp> 2tdr+r ̂  ^ H 
8c J 

+ 27rff rp,U,hHdr+\ rp,T
Ldr+\ rp,U,—xdr\\ 

U« f Joc 2gc iac gc. J J 

= 2irapi0 U/E 
2gc gc -

Where v, is the average local velocity of the liquid that is 
being entrained by the jet at r = a, which has to be deter
mined. 

The total mass that is being entrained by the two-phase jet 
at any x is given in equation (3) and is equal to 2irEapl0 U/ dx. 

Since this entrained mass has to enter the jet through its 
outer boundary, then it is plausible to write that this entrained 
mass is also equal to 2-Kaplovldx. Therefore, vt may be written 
as 

v,=EU,. (6) 

Many previous researchers [4, 5, 8] have assumed that the 
average vertical velocity profile could be represented by a 
Gaussian velocity profile given by 

[/(r,x) = £/(*) e x p ( - - ^ - ) 

where b is an effective radius of the plume. This has some 
experimental support in unstratified surroundings as shown 
by Kobus [5], but in any case the exact form of the profile is 

not important in determining the physics of the model; the 
only essential assumption is that the profiles are similar at all 
heights. Therefore, for the integration of equations (1), (3), 
(4), and (5), "top hat" velocity and temperature profiles have 
been assumed for convenience. This has yielded good results 
for free convection plumes [9]. 

UAx,r) = UAx) 0 < r < a c ( x ) 

V,{x,r) = 
U,(x) ac(x)<r<a(x) 

0 r>a(x) 

Tg (x,r) = T„ (x,r) = T(x) for 0<r<a(x) 

Tl(x,r)=Tlo(x) r>a(x) 

Ug and U, are related by 

UAx) = U,(x)+Ua, 

(la) 

(lb) 

(1c) 

(Id) 

(8) 

where U^ is the terminal velocity of a single bubble rising in a 
large region of quiesecent liquid. 

Expression for Entrainment Coefficient. The term 
2%ploaUlEdx represents the total mass being physically en
trained at the jet's boundary. For a single-phase jet, when the 
density in the plume is the same as that of the surrounding 
fluid, E is taken as a constant. Ricou and Spalding [11] 
suggest that for the case of a single-phase axisymmetric jet, 
the value of E should be modified by a multiplicative factor of 
(pg/Pi)1/2. Based on the concept that the entrainment depends 
on the square root of the excess momentum flux in the jet, 
Hussain and Siegel [6] further suggest that the entrainment 
also depends on the velocity of jet relative to its surroundings 
and on the interfacial area between the jet and the sur
rounding region. 

Accordingly, the expression for entrainment can be written 
as 

(5) E=E„ 1 + 

m(V)(£)l (9) 

Equations (2-8), and (9), together with equations (1, 3-5) 
and by expressing ht = CvlT + P/pt and hg = Cp Tresult in 
the following 

M„ = P„U„ = Constant 

C, C, 

M, M, M, 

dT 

dx 

dU, 

dx 

da 

~dx 

= 

c4 

M4 

£ 4 

(10) 

(11) 

Where C,, M,, and E-, are given in the Appendix. 
Now the system of equations (11) is solved to give 

da _ ClM2E3-CiM4E2-C2MlE4 + C2M4El+C4MlE2-~C4M2El 

dx ClM2E3~C]M3E2~C2MlEi+C2M1El +CiM^E2-C^M2Ex 

=F(U„a,T,x) (12) 

dU, _ CjMtEi - C1M3E4 - C4MI£
I
3 + C4MiEx + CiM]E4 - CXM4EX 

dx ~ CxM2E-i - CtM3E2 - C2MXET, + C2MiEx + C3M{E2 - CjM2E{ 

= G(U„a,T,x) (13) 
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and 

dT _ C 4 M 2 £ ,
3 - C4M3E2 - C2M4E3 + C2M3E4 + C3M4E2 - C^M2EA 

dx c , M 2 E 3 - CXM^E2 - C2MXET, + C2M2EX + CiMxE2 - C3M2Et 

=H(U„a,T,x) (14) 

The differential equations (12-14) may be solved 
simultaneously by using the Runge-Kutta method for any 
given Mg and any given temperature distribution T„ (x) and 
the associated density distribution pl0 (T) in the liquid region 
far away from the jet. 

At x = 0, a - ac, T = T0 (x = 0), and U, ~ 0, so that Ug 

= U„. Then the initial conditions at x = 0 to begin the in
tegration are from equation (10) 

r ( / t + l ) M . , 1 1/2 

I irU„pg J 

The latter condition, Ut(0) = 0, however, causes starting 
difficulty in the integration, since it is in the denominator of a 
few terms, so a small value of U, was used (U,(0) = .001). 
The calculations using values smaller than 0.001 made no 
significant difference. 

07) Two-Dimensional Air-Bubble Plumes. The two-
dimensional, two-phase jet considered here is similar to that 
shown in Fig. 1 except that the circular orifice is replaced by a 
slot or a row of orifices. Employing analysis very much 
similar to the analysis of the previous section, the governing 
equations of continuity, momentum, and energy, respec
tively, are 

?"c 2 
M„=\ — — — u„p„dy = constant 

* Jo 'hA- n * ( * + l ) 

d_ 

dx 

where 

C"c k [" 
i, i ^piuedy+\ piu'dy 

Jo (k+\) Ja, 

=E„\l + 

-Ep,0U, 

pE=Eoy 
k t /« 

k+\ U, 

k - ^ ( p l - ^ d y = d x 

±-(BL) 
: + l \PlnJ 

1/2 Uv, 

Plo ' V, 

(15) 

(16) 

(17) 

k+\ 
pMldy 

+r*TT"^*' +\ip'ujdy\ (i8) 

d_ 

dx 

Ul 
— {\\,Ugh,4y+\* PgUg^dy 

P*V; '>TM 
k f f » c t"c Ul ?"c 

+ krd)0
p'u^dy+\a

p^2s-c
dy+\0

piU' 

~xdy\ + \° filU,hndy+ V p,UlT!-dy+\" 
gc J iac Jac 2gc J a c 

p,Uigexdy 

where 

v = E, 

=Eo,0U, h,„ + — + —x\ 
2gc g 

(19) 

k 1 / Pe \ w2 1 

k+\ k+l \o,y J k+{ \pl0. 

The following " t o p - h a t " velocity and temperature profiles 
are assumed: 

UAx,y)^UAx) 0 < ^ < « c ( x ) 

U,{XJ): 
U,(x) ac(x)<y<a(x) 

0 y>a(x) 

T. ix,y) = T„(x,y) = T(x) for 0<,y<a(x) 

(20) T,(x,y) = Tlo(x) for y>a(x) 

the Ug and Ut are related as before by 

Ug{x) = U,(x) + Ua> 

Again, equations (2) and (20), together with (15-19), result in 

M„ = p,,a,.U., (21) 

and 

cv ' 2 Ci — 

M{ M{ M{ 

E{ E{ E{ 

'dT 1 
dx 

dU, 

dx 

da 

~dx 

= 

Ci 

Mi 

El 

(22) 

Where C / , M{, and E{ are given in the Appendix. 
Solving the system of equations (22) for da/dx, dU,/dx, 

and dTldx result in identical relations to those which are 
given in equations (12), (13), and (14), except that each and 
every C, M, and E is replaced by C", M ' , and £ " . These 
equations may be integrated by using the Runge-Kutta 
method as in the case of axisymmetric jet. 

Again, at X = 0, a = ctc, T = Tl0 (X = 0), and U, = 0 so 
that Ug - U„. The initial conditions at X = 0 to begin the 
integration are from equation (21) 

a(X=0) = 
(k+\)Mg 

2pgU„ 

and U,(0) = 0. For reasons mentioned earlier, U, (0) is taken 
to be equal to 0.001. 

Results and Discusss ion 

A number of quantities must be specified in order to 
compute the induced liquid flow and temperature of the liquid 
in the jet regions. The terminal velocity U„ of a single bubble 
in undisturbed fluid could be obtained from [12] 

-pg)V
M 

£/„ = 1.53 
cg(Pr 

Pt 
(23) 

which yields a U„ = 0.252 m / s for air bubbles in water. A 
value of E0 = 0.08 for the axisymmetric two-phase jet and E0 

— 0.09 for the two-dimensional, two-phase jet are recom
mended as is the case in [6, 7] . 

For given values of Tlo (x), pl0 (x), and L, one may solve 
for a ( L ) , U/(L) and T (L) by integrating equation (12), 
(13), and (14) using the Standard IBM Library Subroutine on 
Runge-Kutta method. For the case of a two-dimensional jet, 
equation (12), (13), and (14), in which every C, M, and E is 
replaced by C", M', and E', are also integrated to X — L to 
obtain a ( L ) , U, (L), and T (L). 

The upward flow of liquid M, pumped by the rising gas 
bubbles can be determined from the following equations: 
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Fig. 3 Comparison of the performance of the present model with the 
experimental results of Goossens [8] 
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Fig. 4 Radius of rising jet at water surface versus mass flow rate of air 

M, = TV(a2 -a2
c)p,U,+kM —-(axisymmetric) (24) 

and 

M, = 2(a — ac)piUi + kM„ (two-dimensional) (25) 

where the ac in the foregoing two equations is obtained from 
equation (10) and (21), respectively. 

In order to establish some level of confidence in the 
proposed analysis, it is imperative that the results obtained by 
means of the present model be comparable to those obtained 
experimentally. Unfortunately, the available experimental 
data in the literature are very limited. This is especially true 
for the case of measurement of thermal profiles associated 
with air-bubble plumes in water. Goossens's [8] study appears 
to be the only one which gives experimental measurements of 
temperature data associated with air-bubble plumes. 
Goossens gathered his data in the Hondered-en-Dertig 
reservoir in Holland. That reservoir has an area of 2km2 and 
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-
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Fig. 5 Temperature of water being pumped to the surface versus mass 
flow rate of air for the symmetric jet 
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d_ 
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Fig. 6 Liquid pumped to the surface versus mass flow rate of air for 
the axisymmetric jet 

a depth of 27 m. Goossens measured the temperature 
distribution in the reservoir as a function of depth prior to 
and after the onset of the air injection which was released at 
the bottom of the reservoir from a circular orifice at a gas 
flow rate of 12 mVmin. 

Using the above gas flow rate and the initial temperature 
distribution reported by Goossens, calculation are made to 
obtain the axial temperature distribution in the plume. 
Goossens's temperature distribution could be very closely 
approximated by the following relations: 

Tlo (x) • 

0.02x4-286.3 for 0 < x < 1 6 m 
1.13*+ 268.53 for 1 6 < x < 1 9 m 
0.06x+188.8 f o r l 9 < x < 2 7 m 

The values of E0 = 0.08 and U„ = .252 m/s are used. The 
results of the present calculations are shown in Fig. 3. 

Comparing the numerical results with those of Goossens, 
one can see that the maximum difference between the 
presently calculated data and those measured by Goossens is 
about 48 percent. In the region near the water surface, the 
calculated results are within 13 percent of the experimental 
data. These calculations are based on using the maximum 
overall temperature difference of 4.25°K between x = 0 and 
x = 2 7 m a s the normalizing characteristic temperatrue. These 
results are very encouraging since the present model considers 
a very simplified mode of analysis. More experimental data 
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Fig. 7 Temperature distribution in axisymmetric jet 
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Fig. 8 Half-width of jet at liquid surface versus mass flow rate of air 
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Fig. 9 Temperature of water being pumped to the surface versus mass 
flow rate of air for the two-dimensional jet 
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Fig. 10 Liquid pumped to the surface versus mass flow rate of air for 
the two-dimensional jet 
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Fig. 11 Temperature distribution in a two-dimensional jet 

are naturally needed before any further refinements are 
warranted. No liquid mass flow rates were reported by 
Goossens and, therefore, no comparison could be made here 
for this particular case. 

Since the main purpose of the present investigation is to 
study the effects of the temperature stratification in water on 
the performance of the two phase plume, it is, therefore, 
important to compare the nonisothermal results which arc 
obtained using the present analysis with those obtained 
previously by Hussain et al for the isothermal case. 

The results presented below are with regard to the 
prevention of ice formation in lakes by raising warm bottom 
water to the surface. For some small lakes, the water tem
perature profiles under ice cover may be represented by a 
linear profile Th(x) = 281.7 - 0.82 x [1], Using this tem
perature distribution in the water surrounding the jet, 
calculations are made to predict a (x), Ut (x), Mt (x), and T 
(x). These results are presented in Figs. 4-6 for the 
axisymmetric jet, and in Fig. 8-10 for the two-dimensional 
case. Some of the comparisons between the jet's temperature 
distribution with the ambient water temprature distribution 
are shown in Fig. 7 for the axisymmetic jet, and in Fig. 11 for 
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the two-dimensional jet. It is worthwhile to mention that for 
the temperature distribution in the liquid considered here, the 
maximum change in the water density is only 0.128 percent. 
Therefore, the liquid density, with a good degree of ap
proximation, could be considered as constant. 

It is interesting to note that the results of the nonisothermal 
and the isothermal analysis exhibit the same general behavior: 
For the axisymmetric jet, the rates of liquid pumped to the 
surface, when temperature stratification is considered, are 
generally larger by as much as 37 percent than those obtained 
when the liquid is considered to be at a uniform temperature 
[6]. 

The liquid mass flow rates that are being pumped to the 
liquid surface may be obtained by the following approximate 
relation 

M, = 286.28 M f 7 ^ - " (26) 
Table 1 shows comparison of the present study with that of 

[6] and with the limited data of Kobus [5]. A comparison 
between the reported experimental results of Milgram [13] 
and the present numerical model for a rising axisymmetric 
bubble plume in an iosthermal environment is shown in Table 
2. 

The effects of the temperature stratification on the analysis 
of two-dimensional jets are less noticeable. The increase in the 
liquid mass flow rates is within 5 percent of those of Hussain 
and Narang [7] for the isothermal case. It is interesting that 

Table 1 Volumetric pumping rates in an axisymmetric jet at 
a location 3.3 m above orifice submerged 4.5 m below surface 

Volume water pumped Qi 

Air flow 
standard 

conditions 

e ? , m 3 / s 

.00255 

.00420 

.00620 

Kobus [5] 

86 
67 
62 

Volume air release d 

Isothermal 
environment 

[6] 

73 
54 
42 

Qg 

Stratified 
environment 

(present work) 

91.7 
67.7 
53.6 

the present results for the two-dimensional jet may be 
predicted as follows 

for 

and for 

M g <.001 kg/sm 

M, = 332.57 Mf Z/' 

Mg>. 001 kg/sm 

M, = 594.6 M„m L " 6 

(27) 

(28) 

Another effect of the temperature stratification appears to 
be wider plumes at the liquid surface as compared to the 
isothermal cases [6, 7]. The two-dimensional plumes are as 
much as 26 percent wider while the axisymmetric plumes are 
12 percent larger. 

Although it is true that the present results are limited in 
their applicability to the assumed ambient liquid temperature 
distribution surrounding the jet, the present paper has 
presented a simplified mode of analysis by which one can 
estimate the liquid pumping rates and the temperature of the 
liquid that is being pumped to the surface. With this in
formation one can accurately calculate the amount of surface 
ice which can be melted for a given gas mass flow rate. 

Conclusions 

A simplified analysis of air bubble plumes in a moderately 
stratified water environment is presented. The mathematical 
model of Hussain et al. [6, 7] is extended to include the effects 
of moderate stratification in the temperature of the liquid. 
The results of the present analysis indicate that the rate of 
liquid carried upward in an axisymmetric jet driven by a rising 
stream of gas bubbles is very much affected by the degree of 
stratification originally present in the liquid environment. 
However, in the case of a two-dimensional jet driven by rising 
gas bubbles, the rate of liquid carried upward is not 
significantly affected by the stratified liquid environment. 

The effect of temperature stratification are noticeable on 
the plume radius for the axisymmetric case and the plume's 
half-width for the two-dimensional case. The plume sizes are 

Table 2 Comparison between the experimental data of Milgram [13] and the present 
numerical model for an axisymmetrical bubble plume in an iosthermal environment 

X 

(m) 

1.98 
16.47 
25.82 
37.81 
43.90 
46.95 

1.98 
16.47 
25.82 
37.81 
43.90 

1.98 
16.47 
25.82 
37.81 
43.90 
46.95 

1.98 
16.47 
25.82 
37.81 
43.90 
46.95 

Milg 

a 
(m) 

.15 
1.572 
1.967 
2.466 
2.895 
3.191 

.257 
1.732 
2.476 
3.621 
4.384 

.328 
2.359 
3.583 
5.365 
6.393 
6.955 

.412 
2.488 
3.615 
5.296 
6.343 
6.944 

ram experimental 
data [13] 

(m/s) 

1.127 
0.506 

.477 

.562 

.553 

.516 

1.542 
.863 
.823 
.838 
.743 

1.74 
1.109 
0.971 
0.906 
0.861 
0.823 

2.105 
1.316 
1.188 
1.184 
1.162 
1.129 

3' 
(mVs) 

.077 
3.929 
5.797 

10.725 
14.555 
16.503 

.306 
8.124 

15.834 
34.475 
44.811 

0.552 
19.351 
39.102 
81.840 

110.436 
124.919 

1.041 
25.493 
48.652 

104.145 
146.677 
170.688 

Present work 
(isothermal environment) 

a 
(m) 

0.285 
1.75 
2.656 
3.806 
4.291 
4.674 

0.3616 
1.797 
2.698 
3.841 
4.323 

.4445 
1.851 
2.751 
3.894 
4.375 
4.756 

.5513 
1.920 
2.821 
3.966 
4.449 
4.830 

(m/s) 

1.029 
.5521 
.4823 
.4332 
.4202 
.411 

1.546 
.9745 
.858 
.7765 
.7547 

1.821 
1.314 
1.164 
1.057 
1.028 
1.009 

2.025 
1.675 
1.493 
1.360 
1.324 
1.301 

3' 
(iri / s ) 

.2546 
5.306 

10.68 
19.70 
24.28 
28.23 

0.5827 
9.838 

19.57 
35.92 
44.23 

.9896 
14.00 
27.53 
50.16 
61.64 
71.52 

1.617 
19.10 
37.00 
66.83 
81.93 
94.91 

Mg 
(Kg/s) 

0.0294 

0.1447 

0.347 

0.723 
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uniformly larger than those obtained under isothermal 
conditions. 

From the present analysis one can calculate not only the 
mass flow rate of the liquid that is being pumped to the 
surface but also the temperature of the liquid as it arrives at 
the surface. More experimental data are needed to further 
check the accuracy of the analysis presented here. 
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Analysis of Laminar Mixed 
Convective Plumes Along Vertical 
Adiabatic Surfaces 
Laminar mixed forced and free convection from a line thermal source imbedded at 
the leading edge of an adiabatic vertical surface is analytically investigated for the 
cases of buoyancy assisting and buoyancy opposing flow conditions. Temperature 
and velocity distributions in the boundary layer adjacent to the adiabatic surface are 
presented for the entire range of the buoyancy parameter £ (x) = Grx/Rex

 5n from 
the pure forced (£(x) = 0) to the pure free (t;(x) = oo) convection regime for 
fluids having Prandtl numbers of 0.7 and 7.0. For buoyancy-assisting flow, the 
velocity overshoot, the temperature, and the wall shear stress increase as the 
plume's strength increases. On the other hand, the velocity overshoot, the wall shear 
stress, and the temperature decrease as the free-stream velocity increases. For 
buoyancy opposing flow, the velocity and wall shear stress decrease but the tem
perature increases as the plume's strength increases. 

Introduction 

A plume arising from a heated element is a problem of 
considerable interest in several engineering applications, e.g., 
hot-wire anemometry, and flows that arise in fire studies, and 
cooling of electronic circuitry. Free plumes from a line or a 
point thermal source have been the subject of numerous 
investigations and a detailed survey was reported by Gebhart 
[1]. Wall plumes have received substantially less attention, 
and the development of wall plumes due to thermal line 
sources has been reported by Jaluria and Gebhart [2], Liburdy 
and Faeth [3], and Afzal [4]. The development of wall plumes 
induced by a heated surface of finite extent was reported by 
Jaluria [5] and by Sparrow et al. [6], while measurements were 
reported by Mollendorf and Carey [7] and by Zimin and 
Lyakhov [8]. 

It has been well established [9, 10] that the thermal 
buoyancy force plays a significant role in forced convection 
when the flow velocity is relatively low and the temperature 
difference between the surface and the free stream is relatively 
large. Under these conditions, mixed convection analysis is 
needed because the pure forced-convection or the pure free-
convection analysis fails to predict the flow or heat transfer 
characteristics accurately. Most of the reported work on 
plumes treats only the case of pure free-convection flows. 
However, Afzal [11] has examined the case of mixed con
vection from a free plume arising from a thermal line source 
using a series expansion method for the solution, while Jaluria 
[5] has considered the case of mixed convection from wall 
plumes induced by a heated surface of finite extent by using 
the finite difference method of solution. A lack of studies, 
along with limited range of available results on mixed con
vection wall plumes, has motivated the present study. Its 
objective is to examine the development of wall plumes arising 
from a thermal line source imbedded at the leading edge of an 
adiabatic vertical surface over the entire mixed convection 
regime. 

In order to generate results that cover the entire mixed 
convection regime, it is necessary to obtain two solutions to 
the same governing equations. One solution represents a 
perturbation to the pure forced-convection regime (i.e., 
weakly buoyant plumes) and the other solution represents a 
perturbation to the pure free-convection regime (i.e., strongly 

buoyant plumes). This approach was selected because the 
accuracy of either solution deteriorates as the perturbation 
parameter, £(x) or ^ (x), increases. The forced convection 
variables, rj = y{u„/vx)xn and %(x) = Grx/Rex

5/2, were 
used to transform the governing equations into a set of partial 
differential equations to examine the regime of the weakly 
buoyant plumes. Similarly, the free-convection variables, TJ, 
= (y/x)Grx

us and £, (x) = Re^/Gr^2/5, were used to 
transform the same governing equations to examine the 
regime of the strongly buoyant plumes. The two sets of 
transformed equations were then solved by the local similarity 
and the local nonsimilarity methods as a function of the 
buoyancy parameter, £(x) or the forced convection 
parameter ^ (x). Results from the two solutions were then 
combined to cover the entire range of mixed convection 
regime, from pure forced convection to pure free convection. 
To the authors' knowledge, such a study on adiabatic wall 
plumes arising from a line thermal source has not been 
conducted. 

Analysis 

The geometry considered in this study, shown in Fig. 1, is 
equivalent to a line thermal source imbedded at the leading 
edge of an adiabatic vertical plane surface. The forced flow is 
along the plane surface and the direction of the forced con
vection velocity can be either assisting or opposing the 
buoyancy-induced convective velocity. For this simplified, 
two-dimensinal flow geometry, the governing equations, 
under Boussinesq approximation, are given by 

line source 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 4, 
1983. Fig. 1 Schematic of geometry under consideration 
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du 

du 

~dx 

du 

dy 

dT 
u— +v 

dx 

dv 

d2U 

dT 
— = a 
dy 

= 0 

±gW-

d2T 

dy2 

-7"-) 

(1) 

(2) 

(3) 

The positive and negative signs in front of the last term in 
equation (2) correspond to upward forced-flow (buoyancy 
assisting) and downward forced-flow (buoyancy opposing) 
conditions, respectively. The boundary conditions for 
equations (1-3) are 

dT 
u = v = 0; — = 0 a t v = 0 

dy 
u-~uo,,T-'Ta0 asy-^oo (4) 

The conservation of energy requires that at any position x > 
0, the convective energy is equal to the energy released by the 
line heat source, Q. Thus 

Q = pCpL^u(T-Ta)dy (5) 

Weakly Buoyant Plumes. To examine the effect of 
buoyancy force on the forced flow for a weakly buoyant 
plume, the governing system of equations, equations (1-5), 
are transformed from the (x,/)-coordinates to the (ij(x), 
>7(x,.y))-coordinates 

«<*>=i^ «"M^yn (6) 

In addition, a reduced stream function F(i-,rj) and a dimen-
sionless temperature 0(£,i?) are defined, respectively, as 

F(i,i)--
Mx,y) (T—T ) 

(7) 
( W . J C ) 1 / 2 

where \p(x,y) is the stream function that satisfies equation (1) 
with u = d\p/dy and v = -d\j//dx, and the equivalent line 
source temperature T* is defined by 

Q T* = -
pC„vL 

(8) 

The resulting system of transformed equations are given by 

1 
F'" + -FF" ±i 

2 

1 
£(F'G' -F"G) (9) 

1 1 1 
— 6" + - (Fd)' = -Z(F'<t>-6'G) 
Pr 2 2 ' 

(10) 

in which the primes denote partial derivatives with respect to 
i]. Using the familiar local nonsimilarity approach [12, 13], 
the governing equations for G(£,?/) and 0(£,?/) are given by 

G'" +GF" + ~FG" ±(fi+%<!>)- -F'G' = -i(G'G' -G"G) 

(11) 

— </>" + -G'd + Gd' + -F<j>' = -£(G'<£-(/>'G) (12) 

The boundary conditions for the above four coupled dif
ferential equations are 

F( f ,0)=F '« ,0) = e'«,0) = G(f,0) = G'«,0) = «'tt,0) = 0 

(13a) 

F'(£,oo) = l, G'(f.°o) = 0 (136) 

Conservation of energy requires that for any £, the following 
integrals must be satisfied. 

i oo /» oo 

F '0di j= l ; (F'4> + G'd)d7l = 0 (13c) 
o Jo 

The above ten independent boundary conditions, equations 
(13a-c), are sufficient [14] for solving the governing equations 
(9-12). The use of these boundary conditions automatically 
satisfy the conditions of 0(£,°°) = </>(£,°°) = 0. 

The local similarity solution for this case consists of solving 
only equations (9) and (10) when the right-hand sides of these 
equations are replaced by zero. On the other hand, the local 
nonsimilarity method requires the solution of the four 
coupled partial differential equations, equations (9-12). It has 
been shown in the past [10] that the local nonsimilarity 
solution method provides more accurate results than the local 
similarity solution method, particularly at larger magnitudes 
of the perturbation parameter, J. 

Strongly Buoyant Plumes. To examine the case of a 
strongly buoyant plume and the influence of forced con
vection on its development, it is convenient to transform the 
original system of governing equations, equations (1-5), from 
the (x,3')-coordinates to the (^ (x), r/, (x, v))-coordinates 

Rev f i (x) = Vi(x,y)= — Grx (14) 

In addition, a reduced stream function - îCSi>r?i) and a 
dimensionless temperature 0,(£i ,rj,) are defined as 

N o m e n c l a t u r e 

C, = 
1 
- pul, friction coefficient 

-p 
F 

F, = 

G 

Grx 

L 
Pr 
G 

ReA. 
T 

T 

specific heat of the fluid 
reduced stream function, 
equation (7) 
reduced stream function, 
equation (15) 
gravitational acceleration 
dF/d£ 
3^1/a* i 
g(3T*x3/v2, local Grashof 
number 
length of thermal line source 
Prandtl number 
strength of thermal line source 
u„x/v, local Reynolds number 
fluid temperature 
wall temperature 

T 
1 Oo 

V 

X 

y 
CL 

K 

free-stream temperature 
equivalent temperature of 
thermal line source, equation 
(8) 
axial velocity component 
free-stream velocity 
normal velocity component 
axial coordinate 
transverse coordinate 
thermal diffusivity 
volumetric coefficient of 
thermal expansion 
plume width, velocity field 
plume width, temperature field 
pseudo-similarity variable, 
equation (6) 
pseudo-similarity variable, 
equation (14) 

6 = dimensionless temperature, 
equation (7) 

6X = dimensionless temperature, 
equation (15) 

ix = dynamic viscosity 
v = kinematic viscosity 
£ = Gvx/Rex

5/2, buoyancy 
parameter 

£i = Re,/Grx
2 / 5 , forced convection 

parameter 
p = density of the fluid 

TW = wall shear stress 
4> = 361/3? 

0, = 30,/af, 
4> = stream function, equation (7) 

Superscript 
' = partial derivative with respect 

to either ?; or jj! 
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^l(£l.1l) = T T T - W : 0i(£i,»/i) = 
1 " ' o r , 1 ' 3 (15) 

O-Gr,1 '3)' • ' " " • • " T* 

The resulting transformed set of equations are given by 

F'{+ *-FyF'{- i (F[f±6x = i {.(FfG, -F[G[) (16) 

1 T + ^ ^ i O O ^ c f i W 0 ! - ^ ' * ! ) Pr 
(17) 

in which the primes in the foregoing equations now denote 
partial derivatives with respect to 17 j . By using the local 
nonsimilarity method, the governing equations for Gi^itrii) 
and 0! (£ 1, »j 1) become equivalent to 

G,'"+ \F'{G, + ^F{G'{- i w i * , = l-^(G['Gl -G{G{) 

(18) 
1 3 4 - 2 3 

-*,"+ -G, '0, + - F , ' ^ + -G,0 , ' + - F , 0 , ' Pr 

= T £ I ( 0 I ' G , -Gl'<M (19) 

The boundary conditions for the above set of equations, 
equations (16-19), are given by 

^it t i .0)=J7 , t f1 ,0) = e1 '«„0) = G1'«,,0) 

= G,(£,,0) = </>,'(£,,0) = 0 (20a) 
/?[({,,00) = fi ; G1 '«„oo) = l (206) 

In addition, conservation of energy requires that for any value 
of £,, the following integrals must be satisfied 

^ { 0 , ^ = 1 ; Jo(G1'O1+^1'0,)du = O (20c) 

The use of these boundary conditions automatically satisfy 
the conditions of 0, (£t,00) = <j>{ (J,,00) = 0. 

The local similarity solution for this case consists of solving 
only equations (16) and (17) when the right-hand sides of 
these equations are replaced by zero. On the other hand, the 
local nonsimilarity method requires the solution of the four 
coupled partial differential equations, equations (16-19). As 
stated previously, the local nonsimilarity solution method is 
expected to provide more accurate results than the local 
similarity solution method, particularly at larger magnitudes 
of the perturbation parameter, £ t . 

Results for the weakly buoyant plume and for the strongly 
buoyant plume were generated to cover the entire regime of 
mixed forced and free convection. The variables used in the 
strongly buoyant plume case are related to the ones used in the 
weakly buoyant plume case by the following expressions 

1i = 
? ] 1 / 2 « ! = { ' (21fl) 

Fd£i,vi)=Ftt,v)iim; 0i«i. '»i) = e(€,i?«1- , / 2 (216) 
The velocity, temperature, and shear stress can be evaluated 
utilizing either the weakly buoyant or the strongly buoyant 
plume results by using the following relations 

u(x,y)=u„F'(^r,) = u<x,F[aU7ll)^~i (22a) 

T(x,y) - Tm = 
e(H,v)Q 

pCpvLRex
m (22b) 

PCpVLRex
w 

Tw(x)=PulF"tt,0)Rex-
l/2 

= P« i /T« i . 0 )S i - 3 / 2 Re , - 1 / 2 (22c) 

It should be pointed out that equations (9) and (10) are 
identical with the ones developed by Afzal [11] for examining 
weakly buoyant free plumes, and equations (16) and (17) 
should also be identical with his equations for strongly 

buoyant free plumes. The authors believe that a typographical 
error exists in the publication [11] where a minus sign is 
missing from the right-hand side of the strongly buoyant free 
plume equations. 

Results and Discussion 

Results over the entire range of mixed convection for the 
adiabatic wall plume were obtained by solving the two sets of 
governing equations, equations (9-13) for weakly buoyant 
plumes and equations (16-20) for strongly buoyant wall 
plumes. The results for the pure free-convection wall plume 
£j (x) = 0 were generated and used to initiate the calculations 
for the strongly buoyant wall plume regime. Similarly, the 
results for the pure forced convection wall plume £(JC) = 0 
were generated and used to initiate the calculations for the 
weakly buoyant wall plume regime. The buoyancy parameter 
%{x) and the forced convection parameter £1 (x) were then 
increased and solutions were obtained at different values of 
these parameters. A fourth-order, Runge-Kutta integration 
scheme with Nachtsheim-Swigert iterative shooting technique 
was employed to obtain the solutions. In the numerical 
solution, a check was made to confirm that smoothness 
conditions at the edge of the boundary layer were satisfied 
(F"(£,°°) = 0'(£,oo) = G"(£,oo) = «£'(£, 00) = 0 for the 
weakly buoyant plume and Fi"(£i,°°) = $i'(£i>°°) = 
Gi"(£i,°°) = </>i'(£i.°°) = 0 for the strongly buoyant plume). 
An integration step size, Aij or A ^ , of 0.01 and a value of -q„, 
the edge of the boundary layer, ranging from 8 to 12 for 
different buoyancy parameters, were found to be adequate to 
satisfy a convergence criterion of 10 ~4 at 17 „,. 

Results for the weakly buoyant wall plume are presented 
for values of the buoyancy parameter of 0 < £ ( J C ) s50 . 
Similarly, the results for the strongly buoyant wall plume are 
presented for forced convection parameter of 0<£i (x) < 1 . 
The combined range of these results covers the entire mixed 
forced and free convection regime. The dimensionless velocity 
and temperature distributions are presented in Figs. 2-5 for 
buoyancy assisting flow conditions for fluids having Prandtl 
numbers of 0.7 and 7.0 (such as air and water). The dimen
sionless velocity distribution, u/u„ = F'(%,-q) = 
-Fi'(£i,i7i)/£i, f° r the weakly buoyant and for the strongly 
buoyant wall plumes, are presented in Figs. 2 and 3, 
respectively. When the line source strength Q increases, the 
plume velocity and the velocity overshoot increase. In ad
dition, the location of the maximum velocity moves closer to 
the adiabatic wall, thus causing an increase in the wall shear 
stress. On the other hand, as the free-stream velocity increases 
the plume velocity increases but the velocity overshoot 
decreases, and this change is accompanied by a decrease in the 
wall shear stress. The plume width (velocity boundary layer 
thickness, <5„) decreases as the source velocity increases. 

The present results for the pure free-convection wall plume, 
^(x) = 0, compare very well (within 1 percent) with the 
values published by Jaluria and Gebhart [2], who used a 
slightly different transformation and the local similarity 
method for solving this problem. Results for other regimes are 
currently not available in the literature for comparison with 
the present results. For the same parameters (i.e., fixed u„, 
T„, x, and Q), it can be deduced that fluids with a higher 
Prandtl number experience a lower velocity, lower velocity 
overshoot, smaller buoyancy parameter (£), smaller plume 
width (5„), smaller friction coefficient (c/), but a higher wall 
shear stress (TW). 

The dimensionless temperature distributions for assisting 
flow in a weakly buoyant wall plume £#(£,17) and in a strongly 
buoyant wall plume, d\(£\ ,171) are presented in Figs. 4 and 5, 
respectively. The dimensionless quantity £0(£,i?) is used to 
examine the influence of source strength Q on the temperature 
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distribution for fixed values of axial position x, and free-
stream velocity ua, because under these conditions the 
quantity £0(£,J/) is proportional to (T - T„). The dimen-
sionless quantity 0i(£i,»?i) is used to examine the influence of 
free-stream velocity on the temperature distribution for fixed 
values of axial position x and source strength Q, because 
under these conditions the quantity 0i(£ 1,171) is proportional 
to (T - T„). The wall temperature decays with the distance x, 
and the rate of this decrease is a function of the line source 
strength. It varies between the pure free-convection wall 
plume behavior (Tw - Tm)~x~0-6 and the pure forced-
convection wall plume behavior (T„ - Tm)~x~os, 
depending on the relative strength of the line source. As the 
free-stream velocity increases for a fixed x and Q, the tem-
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perature of the plume decreases, Fig. 5, and as the source 
strength Q increases for a fixed x and w„, the temperature of 
the plume increases, Fig. 4. It can be seen that for the same 
buoyancy parameter, fluids with a higher Prandtl number 
experience a smaller plume width 5T and a higher value of 
dimensionless wall temperature £0(£,O) or 0,(£,,O). It should 
be noted, however, that due to differences in thermophysical 
properties (i.e., p, cp, v, and /3), a higher Prandtl number fluid 
will result in a much smaller magnitude for T* and £ for the 
same source strength Q. This implies that a higher Prandtl 
number fluid will experinece a lower wall temperature dif
ference (Tw — T„) for the same source strength Q. 

The dimensionless wall temperature 0(£,?O and the wall 
shear stress F"(£,0) for assisting flows are presented in Figs. 6 
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Fig. 6 Wall temperature variation for buoyancy-assisted plumes 

Fig. 7 Variation of F" (£,0) for buoyancy-assisted plumes 

and 7, respectively, over the entire mixed convection regime. 
The results in these figures represent both the solution of the 
weakly buoyant plumes, equations (9-13), for .01 <£ < 10 and 
the solution of the strongly buoyant plumes, equations 
(16-20), for .063<£,<;l or its equivalent 1<£<1000. The 
results from the strongly buoyant plumes solution F{\^u0), 
9i (£] ,0), and £, were converted to the weakly buoyant plumes 
variables F"(\,0), 0(£>O), and £, by utilizing equations (21) 
and (22). For comparison, the local similarity results are 
presented along with the local nonsimilarity values for 
Prandtl number of 0.7. As indicated previously, when the 
perturbation parameter £ or £, increases, the accuracy of the 
solution decreases, and the local nonsimilarity method of 
solution should provide more accurate results than the local 
similarity method. It appears that in the weakly buoyant wall 
plume regime, 0.01 < £(x) <10, the agreement between the 
two solution methods is very good. On that basis, the results 
that are presented for Prandtl number of 7.0, in the weakly 
buoyant wall plume regime were generated by using the local 
similarity solution method. 

The good agreement between the local similarity and the 
local nonsimilarity methods of solution deteriorates when 
these methods are used to solve the strongly buoyant plumes, 
equations (16-20). As can be seen from Fig. 6, the two 
solution methods for 0\(£,\ ,0) start to deviate from each other 
when £, >0.23 or £<4. For that reason, the local non-
similarity solution method, which is expected to be the more 
accurate solution, is utilized for the strongly buoyant plume 
solution, equations (16-20), for Prandtl number of 0.7 and 7 
for the range of 0 < £, < 1, which is equivalent to oo > £ > l. 
Since the solution scheme is based on perturbing the pure 
forced- and the pure free-convection limits, and since the 
accuracy of these solutions deteriorates as the perturbation 
parameter increases, it is recommended that the local non-

i 
0.0 
0.01 
0.02 
0.03 
0.05 
0.07 
0.1 
0.2 
0.3 
0.5 
0.7 
1.0 
2.0 
3.0 
5.0 
7.0 

10.0 
20.0 
30.0 
50.0 
70.0 

100.0 

fi 
00 

6.3095 
4.7818 
4.0659 
3.3145 
2.8971 
2.5119 
1.9037 
1.6186 
1.3195 
1.1533 
1.0000 
0.7579 
0.6444 
0.5253 
0.4592 
0.3981 
0.3017 
0.2565 
0.2091 
0.1828 
0.1585 

^"(1,0) 
0.3321 
0.3424 
0.3526 
0.3627 
0.3824 
0.4014 
0.4288 
0.5121 
0.5865 
0.7190 
0.8374 
0.9983 
1.4553 
1.8305 
2.4600 
2.9994 
3.7100 
5.6347 
7.2095 
9.8435 

12.0910 
15.0408 

0(f,O) 
0.5373 
0.5362 
0.5347 
0.5336 
0.5295 
0.5258 
0.5201 
0.5033 
0.4899 
0.4714 
0.4584 
0.4447 
0.4191 
0.3999 
0.3739 
0.3565 
0.3384 
0.3041 
0.2851 
0.2621 
0.2477 
0.2332 

F"(S,0) 

0.3321 
0.3620 
0.3902 
0.4169 
0.4669 
0.5132 
0.5775 
0.7622 
0.9192 
1.1870 
1.4178 
1.7217 
2.5425 
3.2104 
4.3223 
5.2657 
6.4980 
9.7983 

12.4703 
16.9080 
20.6685 
25.5770 

0(£,O) 

2.2676 
2.2425 
2.2197 
2.1989 
2.1619 
2.1295 
2.0877 
1.9833 
1.9092 
1.8050 
1.7314 
1.6509 
1.4907 
1.3978 
1.2838 
1.2115 
1.1376 
1.0032 
0.9305 
0.8451 
0.7927 
0.7403 

Table 2 Strongly buoyant plumes 

Pr = 0.7 Pr = 7.0 

h 
0.0 
0.001 
0.002 
0.003 
0.005 
0.007 
0.01 
0.02 
0.03 
0.05 
0.07 
0.1 
0.2 
0.3 
0.5 
0.7 
1.0 

i 
oo 

3.1623X107 

5.5902X106 

2.0286 X106 

5.6569X105 

2.4392 X105 

l.OOOOxlO5 

1.7677 X104 

6.4150X103 

1.7889X103 

7.7136X102 

3.1623 X102 

5.5907 x 10' 
2.0286X10' 
5.6569 
2.4392 
1.0 

F'iHifi) 

1.0150 
1.0148 
1.0147 
1.0145 
1.0143 
1.0140 
1.0136 
1.0123 
1.0109 
1.0083 
1.0058 
1.0021 
0.9908 
0.9812 
0.9682 
0.9582 
0.9618 

0i«i,O) 

0.7082 
0.7079 
0.7076 
0.7074 
0.7068 
0.7063 
0.7055 
0.7027 
0.7000 
0.6945 
0.6891 
0.6809 
0.6535 
0.6260 
0.5720 
0.5125 
0.4270 

F'KZt,0) 

1.6397 
1.6397 
1.6397 
1.6397 
1.6397 
1.6397 
1.6398 
1.6399 
1.6400 
1.6402 
1.6404 
1.6408 
1.6422 
1.6437 
1.6464 
1.6485 
1.6509 

0i«l,O) 

2.1533 
2.1530 
2.1528 
2.1525 
2.1518 
2.1513 
2.1504 
2.1473 
2.1442 
2.1379 
2.1314 
2.1214 
2.0852 
2.0448 
1.9512 
1.8404 
1.6436 

similarity results be used from the weakly buoyant plume 
solution for the region between 0 < £ < 1 and from the strongly 
buoyant plume solution for the region between 0 < £ j < 1 to 
extract results in the entire mixed convection regime. 
Asymptotes describing the pure free-convection and the pure-
forced-convection wall plumes are also presented in Figs. 6 
and 7. They identify the region where both the pure free- and 
the pure forced-convection results deviate from the predicted 
mixed convection values. This region, .01<£<100, can be 
defined as the mixed-convective regime for the adiabatic wall 
plume. The magnitude of F"(£,0) increases and the 
magnitude of 0(£,O) decreases as the buoyancy parameter 
increases. Values of F"(£,0), e{^fi),F'{^u0), and 0,(^,0) are 
also listed in Tables 1 and 2 for weakly buoyant and strongly 
buoyant regime, respectively. 

The velocity and temperature distributions for the 
buoyancy opposing flow conditions are presented for Pr = 
0.7 and Pr = 7, respectively, in Figs. 8 and 9. The results for 
this case were obtained from the solution of the equations 
describing the weakly buoyant wall plume, but the negative 
sign replaces the positive sign in front of the buoyancy term in 
equations (9) and (11). As the source strength increases, the 
temperature and the plume width increase, but the velocity 
and wall shear stress decrease (see Figs. 8 and 9). The solution 
terminates when the velocity gradient at the wall becomes 
close to zero, indicating an approach to flow separation. Flow 
separation occurs at £ = 0.1534 for Pr = 0.7 and at £ = 
0.0601 for Pr = 7.0. For a given source strength, a higher 
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Fig. 9 Velocity and temperature profiles for buoyancy-opposed 
plumes 

Prandtl number fluid causes a large reduction in the 
magnitude of the bouyancy parameter due to differences in 
thermophysical properties and thus causes a decrease in the 
plume width and in the wall temperature difference (Tw — 
T„) and an increase in the velocity and in the wall shear stress. 

Conclusion 

The development of a laminar mixed forced- and free-
convection plume from a line thermal source imbedded at the 
leading edge of an adiabatic vertical plane surface is analyzed 
for the cases of buoyancy-assisting and buoyancy-opposing 
flow conditions. New results for the velocity, temperature, 
and wall shear stress are presented for fluids having Prandtl 
numbers of 0.7 and 7.0 for the entire regime of mixed con
vection, from pure forced (£ = 0) to pure free (£, =0) con

vection regime. The results clearly show that in the region 
where .01 <£<100 mixed convection significantly influences 
the development of the wall plume. Outside that range the 
development of the wall plume could be approximated by 
either the pure forced-convection or the pure free-convection 
analysis of a wall plume. For buoyancy-assisting case, an 
increase in the source strength causes the velocity overshoot, 
wall shear stress, and wall temperature difference to increase, 
but causes the plume's width to decrease. When the free-
stream velocity increases, the velocity overshoot, the wall 
shear stress, and the wall temperature difference decrease. For 
a given source strength Q, a higher prandtl number causes the 
buoyancy parameter, the velocity overshoot, the wall tem
perature difference, and the plume's width to decrease, but 
causes the wall shear stress to increase. For the buoyancy-
opposing case, an increase in plume's strength causes the 
velocity and wall shear stress to decrease, but the wall tem
perature difference and the plume's width to increase. For a 
given source strength, a higher Prandtl number fluid will 
cause the buoyancy parameter, the plume width, and the wall 
temperature difference to decrease but the velocity and the 
wall shear stress will increase. 
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An Experimental Investigation of 
Combined Convection From a 
Short Vertical Cylinder in a 
Crossflow 
An experimental investigation of combined convective heat transfer from a smooth, 
isothermal vertical cylinder to a surrounding gas medium is described. The study 
was motivated by the desire to predict the convective heat loss from the 10-MWe 
pilot plant solar receiver in Barstow, California. Hence emphasis is placed on the 
supercritical (Reynolds number Re greater than 10s, turbulent (Rayleigh number 
RaL greater than 109) regime. The influences of the Reynolds number, the Rayleigh 
number, the Richardson number, and Tw/Ta,—the ratio of the surface tem
perature, Tw to the ambient air temperature T^—are deduced. Large ranges of 
these dimensionless parameters are covered with a single model by using a variable 
ambient temperature, cryogenic wind tunnel over the temperature range 80 K < Tm 
s 300 K. The cryogenic facility also enables the simultaneous generation of large 
Rayleigh numbers and large Reynolds numbers. 

Introduction 
This experimental investigation of combined convective 

heat transfer was motivated by the desire to predict the 
convective heat loss from the 10-MWe pilot plant solar 
receiver in Barstow, California. The convective heat exchange 
from large objects, such as the pilot plant solar receiver, 
buildings, solar collectors, components of industrial 
processing plants, etc., often occurs in regimes where both 
buoyancy and interia forces must be considered. Although 
buoyancy influences are always present, they are usually of 
negligible consequence for small objects. Large characteristic 
lengths, on the other hand, result in large buoyancy forces 
even if the temperature of the surface T„, is not vastly greater 
than the ambient temperature T„. Convective heat transfer 
processes in which both inertia and buoyant forces must be 
considered are referred to as combined or mixed convection. 

Heated or cooled objects with characteristic lengths of the 
order of 10 m in a wind with a velocity Kof several meters per 
second have several unusual characteristics which do not 
permit an accurate estimate of the convective heat exchange 
and simultaneously make experimental investigations dif
ficult. Specifically: 

1 The Reynolds numbers Re for the crossflow over the 
object due to the wind are of the order of 106. These Reynolds 
numbers lie beyond nearly all the available data and the 
capability of most wind tunnels. 

2 The Grashof numbers GrL that characterize the buoyant 
flow are also large-on the order of 10n. Since the Grashof 
number is proportional to L3, it is difficult to attain large 
Grashof numbers in controlled laboratory studies of scaled-
down models. 

3 The buoyant forces are of the same magnitude as the 
interia forces; thus, the problems of interest are combined 
convection phenomena. Almost all available data are for 
either pure free or pure forced convection. 

The pilot plant solar receiver is an external receiver that is 
cylindrical in shape. This study is concerned with the 
determination of the average heat transfer coefficients over 

Contributed by the Heat Transfer Division and presented at the ASME-
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smooth, vertical, right circular cylinders with solid, adiabatic 
ends and with a height to diameter ratio, LID, of 2—an 
approximation of the pilot plant receiver. Even with these 
simplifications, one finds: 

1 Nearly all available pure forced convection data are 
applicable only if LID > > 1. 

2 Most of the analytical and experimental investigations of 
combined convection phenomena are for parallel, attached 
boundary layer flows. The only studies of combined con
vection in crossflow are in a completely different flow regime, 
ReD < 104 and GrL < 107 (see, e.g., [1-3]). 

3 The influence of variable properties in combined con
vection is unknown. Available data lie mostly in the range of 
0.8 < T„/T„ < 1.4 whereas solar receivers typically operate 
in the range 1.5 < Tw/T„ < 4. 

One reason for the absence of data in the regime of interest 
is the difficulty of simultaneously generating both large 
Reynolds numbers and large Grashof numbers. Another 
problem is obtaining large values of Tw/Ta without masking 
the results by radiative heat transfer. A variable ambient 
temperature cryogenic facility was constructed at the 
University of Illinois at Urbana-Champaign (UIUC) for these 
reasons. The investigation was conducted in this facility. 

Experimental Apparatus and Procedure 
The UIUC facility is a variable ambient temperature tunnel 

which can operate with test section temperatures between 350 
and 80 K. The cryogenic tunnel provides a means of ob
taining, simultaneously, large increases in the Reynolds 
number and the Grashof number. The variable T„ feature 
enables one to cover large ranges of the relevant dimensionless 
groups such as Tw/T„, Re, Gr, and Ri (the Richardson 
number) without changing models and without the results 
being masked by the radiative mode. The influence of Tm, 
AT, L, etc., on these dimensionless parameters and the ad
vantages of the use of a cryogenic environment are described 
in detail in [4], The tunnel, which is illustrated in Fig. 1, has a 
rectangular test section with a height of 1.2 m and a width of 
0.6 m. It has liquid-nitrogen-cooled walls, and gaseous 
nitrogen is used as the working fluid. It is a variable speed, 
recirculating tunnel with a maximum velocity of 8 m/s at 80 
K. The turbulence intensity in the test section is 2.3 percent. 
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Fig. 1 Simplified cross-sectional, top view of cryogenic facility 

The model used in the study is a right circular cylinder with 
a diameter of 0.14 and a height of 0.28 m. The cylinder is 
hollow with a wall thickness of 5 mm and is made out of 6061 -
T6 aluminum. The heat transfer coefficient is determined by 
equating the rate of change of the internal energy of this shell 
to the convective and radiative losses. The model is heated 
with nichrome strip heaters which were placed between the 
outer aluminum shell and an inner, urethane foam cylinder. 
The urethane foam is a low thermal mass, low thermal 
conductivity insulation which was designed for cryogenic 
applications. The inactive, adiabatic ends of the cylinder are 
constructed out of this same insulation and stiffen with thin 
stainless steel, perforated plates. Twelve 30-gauge, copper-
constantan thermocouples are mounted in 3.2-mm-deep holes 
on the inside surface of the cylinder. 

A test series is initiated after sealing the tunnel by purging it 
with dry nitrogen gas. Liquid nitrogen is then fed into the 
vaporizer panels, and the chamber is lowered to the desired 
ambient temperature Tm. Next the model is heated slightly 
above the desired model temperature Tw. The heaters are then 
switched off; the 11.5-kW, d-c motor is turned on and ad
justed to the desired speed. After approximately 20 s, the 
recording of the model and ambient thermocouple voltages is 
begun. These signals are digitized and stored on magnetic 
tape. All data are processed and plotted with digital computer 
programs. For additional details concerning the model, ex
perimental procedure, and data reduction methods, see [5]. 

Similitude Considerations 

Four flow regimes for combined convection from a vertical 
cylinder in crossflow were hypothesized [6]. The dividing lines 
between the regimes are based on the transitional Rayleigh 
number for pure natural convection, RaL = 109, and the 
transitional Reynolds number for pure forced convection, 
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Fig. 2 Combined convection regimes with locations of test points 

ReD = 105. The regimes are defined as: Regime I (the 
l a m i n a r / s u b c r i t i c a l regime); Regime II ( the 
laminar/supercritical regime); Regime III (the tur-
bulent/subcritical regime); and Regime IV (the tur
bulent/supercritical regime). The regimes are depicted in Fig. 
2. The locations of the data from this investigation in this 
RaL-Re f l plane are also indicated in Fig. 2. Finite scales are 
used in order to show more clearly the experimental data; thus 
only a portion of each of the four regimes is shown. The pilot 
plant receiver would typically be operating deeply into Regime 
IV; hence a turbulent boundary layer is expected over the bulk 
of the cylinder. Therefore, large Reynolds and Rayleigh 
numbers are emphasized in this study. In contrast, all 
available data lie in Regime I at a location far from the 
boundaries to Regimes II, III, and IV and far beyond the 
origin of Fig. 2. Hence published data do not appear to be 
applicable to the combined convective flows of interest. The 
actual locations of the regime boundaries need to be 
established. A good understanding currently exists only at the 
free and forced convection limits. 

For a low-speed flow of a perfect gas, Clausing [16] showed 
that the average Nusselt number in combined convection in a 
wind tunnel test is dependent on 

N u = / ( R e , Ra, Pr, TW/T„,L/D, Tu, BR) (1) 

where Tu is the turbulence intensity in the wind tunnel and BR 
is the blockage ratio. It is assumed that the properties, c*, /**, 
and k* are general functions of only the dimensionless 
temperature T*. (The asterisk denotes a dimensionless 
quantity.) Including the additional group, Tw/T„, enables 
one to arrive at equation (1) without making the Boussinesq 
approximation. Additional simplifications used in this study 
follow. 

*-p 
D 
f = 

k 
L 
T 
V 
z 
fl 

AT 

specific heat, kJ/kg-K 
diameter of cylinder, m 
defined by equation (6) 
defined by equation (2) or 
gravitational constant, m/s2 

convective heat transfer 
coefficient, W/m2 - K 
thermal conductivity, W/m - K 
characteristic vertical length, m 
temperature, K 
free-stream velocity, m/s 
defined by equation (10) 
coefficient of thermal ex
pansion, 1/Tr, 1/K 
T„ — Tm,K 
dynamic viscosity, kg/m — s 

p = density, kg/m3 

Subscripts 

B = buoyancy dominated, natural 
convection limit 

D = based on characteristic length, 
D 

f = properties based on film 
temperature, Tf = (Tw 

+ Ta)/2 
I = inertia dominated, forced 

convection limit 
L = based on characteristic length, 

L 
r = reference temperature: Tf, T„, 

or 7V 

rss = root of sum of squares 
w = wall 
oo = ambient fluid 

Dimensionless Groups 

BR = blockage ratio 
Gr = Grashof number, p2gP(Tw 

- 7 - „ , )Z > 3 V 
Nu = Nusselt number, hD/k 
Pr = Prandtl number, ficpIk 
Ra = Rayleigh number, GrPr 
Re = Reynolds number, pVD/jx 
Ri = Richardson number, gD(3(Tw 

- T^/V2 

Tu = turbulence intensity 
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(/) Gases are of interest, and gaseous nitrogen is used in the 
cryogenic test facility. The Prandtl number Pr is ap
proximately 0.7 for ordinary gases and is essentially a con
stant—independent of both temperature and pressure. Hence 
the influence of the Prandtl number is not resolved. 

(if) The influences of the turbulence intensity Tu, the 
blockage ratio BR, and the aspect ratio LID are not resolved. 

Thus the problem reduces to deducing the influence of three 
variables: the Reynolds number Re, the Rayleigh number Ra, 
and TIV/T„. In our combined convection studies, the 
Richardson number, Ri = Gr/Re2, is often used in place of 
Ra. Alternatively, the Froude number, V2/gD, could also be 
used. Deducing the influences of even three variables is not an 
easy task. The task is further complicated by the fact that it is 
virtually impossible to change any one of the three dimen-
sionless groups over a significant range while holding the 
other two constant. 

A key step, which ultimately led to a successful correlation, 
was to hypothesize that the influences of temperature-
dependent properties on the Nusselt number, a dimensionless 
temperature gradient at the wall, are not vastly different in 
combined or forced convection from their influences in pure 
natural convection. The theory is that the controlling sublayer 
is similar, when the flow is driven by buoyancy forces, to its 
form when driven by inertia forces. The general form of the 
correlation is thus assumed to be 

Nu = g(Re,Ra)./(r i v/T„) (2) 
where g is defined as the constant property correlation, i.e., 
/(I) = 1. The form of equation (2) is not suitable if the 
variable property influences, which are accounted for with the 
parameter Tw/Tx, are dependent on the Reynolds or 
Rayleigh numbers. Although equation (2) is similar to the 
property ratio method, the stringent constraint of having to 
account for variable property influences with a function of a 
single property ratio is removed. 

If the preceeding hypothesis is correct, then the function 
f(TwlT„) can be determined from the much simpler, pure 
natural convection case. This has already been done (see [7]). 
The results from [7] are summarized in the next section. It 
should be noted that even in the pure natural convection case, 
the form Nu = g(Ra)-/(7'lv/7

,
00) does not follow from the 

dimensional analysis; its suitability had to be experimentally 
established. Likewise, the ability to correlate the variable 
property influences on combined or forced convection data 
for flow around a cylinder with the function f(Tw/Tx), 
which is derived from results for pure natural convection over 
vertical surfaces, must also be experimentally demonstrated. 

Consider next equation (2) and the form of the function 
g(Re, Ra), or g(Re, Ri), or g(Ra, Ri), which might be suitable 
for correlating the constant property, combined convection 
data. The use of the Richardson number, a ratio of the 
buoyant force to the inertia force, appears to have merit, 
especially near the free and forced convection limits. For 
example, near the forced convection limit, Re has the 
strongest influence; hence, the form g(Re, Ri) appears more 
suitable with Ri accounting only for the perturbation of the 
weaker buoyancy force. On the other hand, near the natural 
convection limit, Ra is a more suitable variable with Ri now 
showing the influences of the secondary, inertia force. For 
this reason, Clausing [6] proposed a correlation of the form 

Nu = [gHg'M1/".Z(Ri )./ (r lv/r00) (3) 

where g, is the inertia-dominated, pure forced convection 
correlation, and gB is the buoyancy-dominated, natural 
convection correlation. The following points concerning the 
proposed correlation are to be noted. 

(0 The limit of equation (3) as Ri — 0 must be 
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Fig. 3 Variable property correlation—turbulent regime, natural 
convection data 

g/(Re)'/(7'„,/7'»); thus the limit of z(Ri) as Ri - 0 is 1. 
Likewise, the limit of equation (3) as Ri — oo must be 
gB(Ra)'f(Tw/Ta>); hence the limit of ^(Ri) as Ri — oo is also 
unity. 

(if) Although equation (3) contains an additional 
dimensionless group, it is not as general as equation (2). That 
is, it cannot be established from dimensional analysis that z is 
independent of Re or that the product form of equation (3) is 
acceptable. 

(Hi) The functions g/(Re) and gB(Ra) can be determined 
from the simpler pure forced and pure natural convection 
cases, respectively. Knowledge of both limits of z(Ri), i.e., 
z(Q) = z(°°) = 1, facilitates its experimental determination. 

A value of n of 2 is used in this investigation, and the square 
root of (gj + g%) is denoted as grss for convenience. 

Leung [2] studied combined convection from a vertical 
cylinder in a crossflow in Regime I and correlated his results 
with a greatly simplified version of equation (3)—Nu = grss. 
Leung's data are for a fixed value of T„/T0o. Several different 
cylinder lengths and diameters were used which resulted in a 
range of LID between 8 and 16. Clausing [6] reexamined these 
data in order to determine the reference length in the 
Richardson number which minimizes the influence of LID. 
Based on the criterion set forth in [6], the diameter of the 
cylinder is the characteristic length which should be used in 
Regime IV. Hence all dimensionless groups in this study are 
based on the characteristic length D unless an appropriate 
subscript indicates otherwise. 

Experimental Results 
Natural Convection Limit. The UIUC cryogenic facility is 

an ideal facility for determining the pure natural convection 
correlation 

m = gB(Ra).f(TwIT0,) (4) 

because Ra can be varied by approximately three orders of 
magnitude simply by changing T„. In addition, the influences 
of radiative heat transfer are greatly reduced especially at 
large values of T„IT„; hence, it greatly facilitates deducing 
the variable property influence—/(Tw/T„). The results from 
the natural convection studies were presented previously in [7] 
and [8]. The turbulent regime and the influence of Tw/T„ are 
of greatest interest to this study. Equation (4) in this regime 
was found to be [7]. 

Nu = 0.082 Ra1/3./, 1.6 x 109 <Rax < 1012 (5) 

If the film temperature, 7} = (7",,, + T^/2, is used as the 
reference temperature, the function/is given by [7] 

f=-0.9 + 2A(TwITa)-0.5(TwlTa>)\\<TwITa><2.6 (6) 

The reference temperature obviously has no influence on the 
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constant property correlation gfl(Ra). Its influence on 
/(Tu/Tv,) is shown in Fig. 3. 

All the data in the laminar regime, RaL < 3.8 x 108, were 
found to lie within 2 percent of the Schmidt-Beckmann 
correlation, and f(TwJTa) was found to be unity in this 
regime if all properties were based on the film temperature 
(see [7]). The Schmidt-Beckmann correlation is 

NU z .=0.52Rai / 4 , 10 4<Ra, < 3 . 8 x l 0 8 
(7) 

Thus the film temperature does a remarkably good job of 
accounting for variable property influences in the laminar 
regimes but does poorly in the turbulent regime. As expected, 
the structure of turbulent boundary layers appears to be more 
strongly dependent on the ambient properties, since most of 
the temperature drop occurs across the laminar sublayer. 
Thus in the turbulent regime, Tr = T„ results in the strongest 
dependence on Tw/Tx, and Tr = T„ results in the weakest 
dependence. Since the use of the film temperature is more 
universal and since f(T„/Tx) is unity in the laminar regime 
with this reference temperature, all thermophysical properties 
are based on the film temperature in this investigation. 
f(Tw/Tm) in this case is given by equation (6). A correlation 
for the so-called transitional regime, 3.8 x 108 < RaL < 1.6 
x 109, is also given in [7]. The variable property influence on 
Nu in this regime is dependent on both Ra and T„/T„. 
Clausing [7] compared both published data and the UIUC 
data with these correlations, and the average absolute dif
ferences were found to be less than 7 percent in all regimes. 
The agreement is indeed remarkable, especially considering 
the ranges of the parameters which the data cover—3.25 mm 

< L < 7,320 mm; 1.03 < Tw/T„ < 2.53; 0.97 atm < p < 
61J atm; 9 K < AT < 140 K; and 82 K < Tx < 305 K, 104 

< RaL < 1012. 

Forced Convection Limit. The limit of the proposed 
combined convection correlation, equation (3), as Ri — 0 is 

Nu = g / (Re) . / ( r w / r ( B ) (8) 

In the UIUC tunnel, the flow around infinite span cylinders 
was previously found to be supercritical for the regime Re > 9 
x 104 (see [9]). Thus the desired function g/(Re) for use in 
Regime IV was derived from a least-squares fit of the lowest 
Richardson number data (Ri < 1.3 x 10~3) with Re > 9 x 
104. Since the suitability of the function f(T„/T„), which 
was derived from the natural convection data, equation (6), is 
open to question, only data with Tw/T„ < 1.13 was utilized 
in order to minimize the correction, f(Tw/T<„). Likewise, 
once z(Ri) was established, an iterative correction was applied 
which increased the coefficient of g, from 0.0515 to 0.055. 
The resulting correlation is 

g / = 0 .055Re 0 7 6 , 9x l0 4 <Re<10 6 (9) 

In comparison, the correlation, which was recently proposed 
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by Churchill and Bernstein [10], which reduces to Nu = 0.49 
Re1/2 + 0.00092 Re for Pr = 0.72, lies approximately 40 
percent below equation (9) Re = 105 or 106. However, their 
corrrelation is for infinite cylinders in flow fields with 
negligible turbulence intensity. They also state that "the data 
of Achenback [15] and of Lewis [39] fall above" their 
correlation. 

The following points need to be considered in comparison 
of equation (9) with published correlations for forced con
vection over cylinders. 

(/) Equation (9) is for an aspect ratio L/D of 2, whereas 
most data in the literature are for L/D > > 1. No studies were 
found which adequately quantify the influence of L/D. 

(ii) Simonich and Bradshaw's [11] results indicate that a 
turbulence intensity of 2.3 percent (that of the UIUC tunnel) 
increases heat transfer coefficients by 12 percent over those 
obtained in a tunnel with negligible turbulence intensity. 

(Hi) The combined influences of turbulence scale and 
blockage appear to be of the order of 5 percent, but little 
agreement exists in the literature concerning these influences. 

Combined Convection Regimes. All of the combined 
convection data are plotted versus the Richardson number 
since its influence is being deduced. A total of 135 data points 
were taken in the four regimes (see Fig. 2) with emphasis on 
Regime IV. The combined convection data cover the 
following ranges of the dimensionless parameters; 0.001 < Ri 
< 0.270, 104 < Re < 8 X 105; 1 < Tw/Ta> < 2.1 and 2 x 
107 < Ra^ < 3 x 1010. 

Consider first the data from Regime IV. These data are 
shown in Fig. 4, which is a plot of Nu/grss versus Ri. Much of 
the scatter, which would have been present in a graph of Nu 
versus Ri, has been removed, but appreciable variations still 
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exist. Next the data are divided by the function f(Tw/T0o), 
equation (6), which was hypothesized to account for the 
variable property influence. The resulting correlation z(Ri) is 
shown in Fig. 5 which gives Nu/(grss»/) versus Ri. The effect 
of f{Tw/T„) on the data is dramatic whenever Tw/T„ is 
large. For example, the data point at Ri = 0.0155 and the 
adjacent point at Ri = 0.0125 have absolute temperature 
ratios, Tw/T„, of 1.08 and 1.86, respectively. The 
corresponding values of f(Tw/TO0) are 1.11 and 1.83; thus 
division by f(T„/T„) shifts these adjacent points from their 
vastly divergent locations to positions along the smooth 
correlation, z(Ri). 

The function z(Ri), which is shown in Fig. 5, is 

r 7rRi1/2 ") 
z ( R ) = l - 0 . 4 3 s n —~, ^ , (10) v I (Ri2+0.09),M ) 

10-3<Ri<0.3 
The form of equation (10) was chosen such that it satisfies the 
constraints z(0) = z(°°) = 1. The average deviation of the 
Regime IV data from the correlation 

Nu=[g2
I + g2

B]W2>z(Ri)-f{Tw/Tw) (11) 
where g,, gB, z, and/are given by equations (9), (5), (10), and 
(6), respectively, is 4 percent, and the maximum derivation is 
only 8 percent. 

Consider next the remainder of the data, Regimes I, II, and 
HI. In pure forced convection over an infinite cylinder, the 
flow field and drag coefficients experience drastic changes as 
the flow passes from subcritical to supercritical. On the other 
hand, large changes in the average heat transfer coefficient 
are not seen. For example, the data from this study with small 
Richardson numbers and small values of Tw/T„ agree well 
with the correlation g7(Re) over the complete Reynolds 
range—104 < Re < 8 x 105 (see Fig. 6.11 of [5]). Likewise, 
the constant property natural convection correlations show no 
discontinuity at transition, and the laminar and turbulent 
correlations give similar results in the region 10s < Ra^ < 
109 (see Figs. 3 and 7 of [7]). On the other hand, the influence 
of variable properties is vastly different in the laminar and 
turbulent regimes. For example, /(l) = /(2) = 1 in the 
laminar regime, whereas /(l) = 1 and /(2) — 2 on the tur
bulent regime. Thus the largest uncertainty appears to be the 
use of equation (6), the variable property correlation, in 
Regimes I and II. 

As expected, the two data points in Regime III agree well 
with correlation (11). Both points differ by 4 percent. The 38 
data points in Regime II also agree well with equation (11), 
even though the lower range of RaL is only 5 x 107. The 
average deviation is 5 percent and the maximum is 12 percent 
in Regime II. The Regime I data, which provide the most 
stringent test, are shown in Fig. 6 after division by equation 
(6). Again the data are correlated well by equation (11), even 
though Re extends downs to 104 and RaL down to 2.7 X 107. 
The mean and maximum deviations are somewhat larger—6.9 
percent and 17 percent, respectively. 

Major sources of error in this investigation are the tem
perature measurements, the determination of the thermal 
capacitance and emittance of the model, and the velocity 
determinations. Temperature measurement and thermal 
capacitance errors were found to be ±2 K and 2.2 percent, 
respectively. The maximum error in the velocity was estimated 
to be 3 percent. The error arising from the emittance estimates 
was determined to be less than 2 percent. An error analysis 
predicted an experimental uncertainty in the combined 
convection results of 5 percent. This uncertainty agrees well 
with the deviations from equation (11) which were indicated. 

Conclusions 
The following conclusions are drawn from the study. They 

are applicable only over the ranges of the dimensionless 
groups which were investigated. 

1 The influences of variable properties are correlated well 
with the additional parameter, Tw/Tm. When properties are 
based on the film temperature, the Nusselt number at Tw/Tm 
= 2 is approximately 100 percent larger than the 
corresponding constant property value at T„lT„ = 1. 

2 The function/(T^JT^), which was derived from data in 
the natural convection regime, correlates well the variable 
property influences in the combined convection regimes. No 
dependency of these influences on Ri or Re was detectable. 

3 The data from this investigation always showed a 
decrease in heat transfer due to buoyancy influences. That is, 
grss«z(Ri) was always less than g/(Re). Specifically, 
Sil (grss'Z) lies approximately between 1 and 1.7. It should be 
noted that the data from this investigation appear to be 
relatively close to the forced convection limit. For example, 
the maximum values of the ratio gB (gj in Regimes I, II, III, 
and IV are 0.462, 0.126, 0.319, and 0.234, respectively. The 
corresponding values of g,/grss are 0.908, 0.992, 0.953, and 
0.974, respectively. 

4 All combined convection data from this investigation 
(135 data points) correlate well with the correlation 

Nu = [g2 + g2
B],/2-z(Ri)'f( T„/T„) (H) 

The average absolute deviation between the data and equation 
(11) is 5 percent, and the maximum deviation is 14 percent. 
Although the data were initially divided into four regimes, the 
results indicate that all data can be placed in a single regime. 
The data of Leung [2] may lie in a different regime where Nu 
= grss. Since his data are all for a single value of Tw/T„,, the 
influence of this variable is not resolvable. 

5 Although the limit of z(Ri) as Ri — oo is 1, the function is 
only valid for the specified range—10~3 < Ri < 0.3. The 
range of Ri clearly needs to be enlarged in both directions. 
This will not be an easy task. For example, even ambient 
drafts due to extraneous sources seem to influence natural 
convection data, and investigators have taken great pain to 
reduce such influences (see discussions in [7]). 
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Laminar Combined Convection in 
Finite Circular Rod Bundles 
Laminar combined free and forced convection inflow through a finite rod array is 
investigated using a finite difference scheme. The geometrical dimensions simulate 
those of a CANDU-type pressurized water reactor. The rods are deemed to dissipate 
heat uniformly, whereas the shell wall is maintained adiabatic. Temperature of the 
inner rod surface at a non-nodal and nonorthogonal intersection is estimated using 
a six-point interpolation scheme. Velocity and temperature profiles together with 
transport rates are presented indicating variations due to buoyancy, power skew, 
eccentricity, and number of rods in the array. 

1 Introduction 

The study of thermal-hydraulics in a rod or tube bundle 
geometry finds extensive practical application in the design of 
shell and tube heat exchangers. However, recent interests in 
the rod-bundle investigation stem from the need to predict the 
transport rates in a nuclear reactor core that model closely 
with the shell and rod configuration. 

The flow regime in the normal operating condition of a 
reactor is single-phase turbulent, and design information are 
obtainable by extrapolating the results of simpler internal 
flow geometries, using the principles of dimensional analysis. 

On the other hand, the safety of a reactor is controlled by 
its adaptability to transients. In the event of a severe transient, 
such as the loss of coolant accident (LOCA), the coolant flow 
rate is drastically reduced, causing the degeneration of the 
flow regime from turbulent to laminar. Reduction of heat 
transfer rate results in overheating of the fuel rods, and 
significant buoyancy effects are induced. Ignoring the sub
sequent two-phase and radiation exchange phenomena, it is 
realized that the assessment of the accident condition is 
dependent on the evaluation of the laminar combined free 
and forced convection transport rates. The laminar rates, 
being geometry dependent, are not amenable to evaluation by 
dimensional analysis. 

The rod bundle configuration is categorized either as an 
infinite or a finite array. The influence of the bounding shell is 
neglected for an infinite array and the results obtained are 
applicable to only very large-sized reactors. In the smaller 
designs, e.g., of the CANDU type, and in laboratory 
simulations, the geometry is finite, and the edge effects are 
felt all over the cross section. The transport domain is 
multiply connected. 

Fully developed hydrodynamic and thermal conditions are 
attained at some distance downstream of the entry. The 
laminar forced convective transprt equations are then of the 
Poisson's kind. Most of the investigations pertain to solution 
of Poisson's equation in rod bundle geometries, both infinite 
[1-3] and finite [4], 

Sparrow and coworkers [1, 2] were the earliest ones to study 
the forced convection through an isothermal infinite bundle 
by a series solution. The procedure was extended to the 
uniform heat input condition by Dwyer and Berry [3]. 

The finite rod bundle geometry, received attention only in 
the late sixties and seventies. The linear fully developed 
momentum equation was solved, through a combination of 
analytical and numerical methods, such as by Mottaghian and 
Wolf [4], using bipolar coordinate systems: the main one 
located at the shell center and the auxiliaries at the center of 
the inner rods. 

Benodekar and Date [5] used a difference technique to solve 

the laminar forced convection equations for finite rod arrays, 
considering an uniform heat flux boundary. Numerical results 
for the flow characteristics alone were earlier provided by 
Gunn and Darling [6] for a 4-rod infinite bundle, and by 
Zarling [7] for a finite bundle. 

Many of the results available through 1977 were sum
marized by Shah and London [8] and recently updated by 
Kakacetal. [9]. 

Combined convection studies have been limited to infinite 
and semi-infinite rod arrays. Iqbal et al. [10] investigated the 
influence of buoyancy in an upward flow through triangular 
and square rod arrays for both constant heat flux and 
isothermal conditions. A threshold Rayleigh number of 100 
was needed before heat transfer was noticeably increased due 
to buoyancy. Iqbal and coworkers [11] have subsequently 
considered a conjugate analysis of combined convection. 

Ramm and Johannsen [12] observed that buoyancy and 
power skew cause inversions of velocity and temperature 
profiles in a semi-infinite hexagonal rod-bundle. The analyses 
of Yang [13, 14] indicate that heat transfer is decreased and 
the flow resistance increased, leading to separation, as 
buoyancy effects are increased in downflow through infinite 
triangular and square arrays of rods. Yang's results, however, 
need review because of the assumption that the rod surface is 
isothermal while dissipating uniform heat flux. 

A recent numerical study by Prakash and Patankar [15] of 
combined convection through a vertical finned tube is of some 
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Fig. 2 Gradient interpolation 

pertinence to the present investigation in so far as there is a 
resemblance between the physical models. 

The literature on combined convection were critically 
reviewed by Viskanta and Mohanty [16]. It is their conclusion 
that the literature information of transport rates through even 
simpler geometries are not free from contradictions. 
References to further studies on combined convection in low 
Reynolds number flow are available in Kakac et al. [9]. 

The present study is an attempt to provide the transport rate 
information for a finite rod array taking into account: flow 
directions, power skew, degree of buoyancy, number of rods, 
and eccentricity of the rod pitch circle. 

2 Physical Model 

The finite rod-bundle geometry is subdivided into a number 
of symmetry sectors and the computation is carried out for 
any one of these, Fig. 1. The location of a point in the 
transport field is monitored from both the shell center and the 
center of the inner rod. The domain of computation is divided 
into radial and angular grids. The inner rod boundary is not 
always intersected by the grid lines at the nodal points. The 
distances of non-nodal intersections, represented by a and B 
in Fig. 2(a) and 2(b), are evaluated by geometric con
siderations, the details of which can be found in [17]. 

3 Analysis 

3.1 Governing Equations. We consider fully developed 
velocity and temperature fields in a vertical orientation for 
which the conservation equations are 

0 = 1- |U.V2w±pg (momentum) 
dx 

fiT" 
u~ = a r V

2 r ( e n e r g y ) 
ox 

(1) 

(2) 

where 

N o m e n c l a t u r e 

Aw = 

C„ = 

DH = 

flow area, ir(r2 - nr\), m2; 
Aff = A wlri 
specific heat at constant 
pressure kJ/kgK 
hydraulic diameter, ^Awl 
(2imrx +2irr2), m; D^ = 
D„/r2 

f = Fanning friction factor 
nondimensional pressure 
gradient, -(dpldx)r\/>wref 

Grashof number, (qo'r\/k) 
(BTS/V1) 
gravitational acceleration, 
m/s2 

thermal conductivity of the 
fluid, W/m°C 
number of divisions in the 
radial direction 
number of divisions in the 
angular direction 

Nu = Nusselt number, hDHIk 
n = number of rods in the finite 

array 
heat transfer perimeter, m; 

G = 

Gr = 

k = 

M 

N = 

Pq = 

P = 
Pa = 
Ps = 

P; = Pqlr2 
axial pressure, Pa 
hydrodynamic pressure, Pa 
hydrostatic pressure, Pa 

J * 
dx 

Q 

QN 

q = 
Re = 

r = 

= axial pressure gradient, Pa/m 

r/Ad 

O M ~ 

T = 

Tc 

flow rate, mVs; Q* = Ql (r\ 
Wref) 

power skew factor defined as 
the ratio of heat flux on 
central rod to that on an inner 
rod 
heat flux on the inner rod, 
kW/m2 

weighted heat flux, kW/m2 

Reynolds number, umDH/v 
radial coordinate, m; r* = 
r/r2 

radius of the central and inner 
rods, m; r* = rx/r2 

radius of the outer shell, m 
distance between the centers 
of the inner rod and the 
central rod, m; r*n = fu/r2 

nondimensional angular 
distance between the nodes 
total number of surface 
points of the inner rod on one 
side (left) of I = N} line 
temperature, K; T* = (T -
fs)/Tref 

bulk temperature, K 
temperature of the central 
rod,K 

TR = 

Tref = 

Ts = 
Tw = 

u = 

" a v = 

W r e f = 

X = 

surface temperature of the 
inner rod, K 
go Pg/kA*wutv,K 
shell-wall temperature, K 
average temperature of the 
heated surfaces, K 
local axial velocity, m/s; u* 
= u/un( 
average velocity, m/s; «*v = 
uav/"ref 
reference velocity, \xlr\(-
dp/dx), m/s 
axial coordinate, m 

Greek Symbols 

8 = 

BT = 

A/- = 

e 
P 

Ps 
t* 
v 

fractional radial distance 
shown in Fig. 2(a) 
thermal diffusivity, m2 /s 
fractional angular distance 
shown in Fig. 2(b) 
coeffcient of thermal 
pansion, K~' 
radial distance between 
nodes, m 

= eccentricity, rn/(r2 - r{) 
= fluid density, kg/m3 

= fluid density at Ts, kg/m3 

= dynamic viscosity, Pa «s 
= kinematic viscosity, m 2 /s 

ex-

the 
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P=Ps+Pd 

The positive sign for body force in equation (1) is associated 
with a downward flow, and the negative for upward. 

In order that the effects of buoyancy, power skew and the 
like can be referred to a common base, we consider that the 
hydrodynamic pressure gradient, expressed nondimensionally 
through G is maintained constant by an external agency. G = 
1 affords evaluation of urcf. In a measurement of a pressure 
differential on the wall of a finite rod bundle, the hydrostatic 
pressure shall be that due to the fluid density at the shell wall. 
For convenience of correlation with an experimental 
situation, we choose to define the hydrostatic pressure 
through ps at the shell wall average temperature, fs. By 
combining with the body force, the local buoyancy force is 
obtained as 

dps 

dx 
±pg=TpsgPT(T-fs) (3) 

The momentum equation is now written in nondimensional 
form 

V'u* -G± (4) 

The right-hand side of equation (4) can be simplified after a 
reference to the temperature equation. 

Overall energy balance for a control volume with fully 
developed thermal conditions and uniform heat input leads to 

dT _ dTB 

~dx ~ 
QoPq 

dx pA wum Cp 
- constant (5) 

Substituting relation (5) and defining T* = (T— Ts)/TKi, the 
energy equation (2) is reduced to 

v 2 r V Trl.rkA lyltav / 

The coefficient of u* is simplified to unity by choosing, 

Qo'Pq Trr 
kA\ 

resulting in 

v2r* = «* 

(6) 

(7) 

Use of equation (6) and T* enable rewriting the second term in 
the right-hand side of the momentum equation (4) as 

V Re A A*w > 
A generalized definition of the heat transfer perimeter is 
adopted to incorporate the power skew factor QN on the 
central rod. 

P*=2nrn(n-\) + QN] (8) 

Making the substitutions for the buoyancy term, we obtain 
the momentum equation in the form 

V2
U*=-G±(-^)(Tp-){(n-l) + QN]T* (9) 

V Re / V 1 + nr* / 

recalling that the ( + ) sign is for downward and ( - ) for 
upward main flow. 

The condition that buoyancy opposes or supports the 
mainflow, due to - G, depends on whether the composite sign 
of ( ± G r / R e T*) is respectively positive or negative. 

The two coupled conservation equations (7) and (9) are 
solved by a finite difference scheme satisfying the boundary 
conditions 

(0 (/) u* = 0 on the solid surfaces: the inner rod; r* = r* 
and r* = 1 

(») 
du* 

~dd 

dT* 

~d~e =o 

m 

as the symmetry conditions at 0 = 0, 90/2 and t 

dT* 

where n* is the normal to the rod 

i* W r „ r / 

(iv) 

ref ' 

on the inner rod 
surface. 

dT 

r* \ k 

zQN\ 

(v) 

k Tre{ 

on the central rod. 

dT* 

~dr* 

t*s = 0 is satisfied iteratively to comply with the definition. 

= 0on the shell wall. 

3.2 Difference Equation. The radial and angular distances 
between two nodes are expressed in a generalized manner as 
aA/- and firjAd. a and fi differ from unity for nodes in the 
vicinity of the inner rod. Following Greenspan [18], a central 
difference scheme is adopted. The form of the difference 
equation for u* is 

•=,lCurj+1+Dufj_1+F(u!+lj + PuT-lj)-G'] (10) 

where G' represents the right-hand side of equation (9). 
The form of the temperature equations is similar, except 

that G' is replaced by u*j. The coefficients C,D,E, and Fhave 
different expressions depending on the location of the nodal 
points with respect to the inner rod. The expressions are 
derivable without much difficulty, and are given in [17]. 

The difference equation and its solution for Dirichlet 
boundary conditions, as applicable to fluid flow problems, is 
similar to those earlier elaborated by Mohanty and Ray [19]. 
The solution for temperature distribution in presence of 
Neumann boundary conditions is comparatively involved and 
is discussed subsequently. 

3.3 Therma! Condition on the Inner Rod. The evaluation 
of heat flux under the power skew condition on the central rod 
or the adiabatic condition on the shell wall is carried out 
adequately by a three-point interpolation along radial lines, as 
the main radius is perpendicular to these surfaces. 

The evaluation of the heat flux on the inner rod is, however, 
involved for two reasons: non-nodal intersections and the 
surface normal not being a grid line. 

The temperature gradient on a inner rod surface is 
evaluated through a six-point interpolation scheme expanding 
on the method of Greenspan [18]. Consider Fig. 2(a), where 0 
represents the surface point and 1 to 5 are the neighbouring 
points . The temperature gradient at 0 is represented through 

5 
dT* 

~dn* 

dT* 

~dr* 
cos 4>x 

dT* 

7*30 
sin 4>,= i ; ^T? (11) 

The T* are expressed through Taylor series expansion, 
example, we would write 

dT* (d, +hif d2T* dT* 

For 

T? = T$+(di+hl)— + 
dr* 

g\ d2T* 

2 r*2dd2 -gddi+hi) 

d2T* 

d2T* 

rdr*dd 

r*dd 

The coefficients rj, are evaluated by comparing the left-hand 
and the right-hand side of equation (11). The angle </>[ is 
known from geometrical consideration, e.g., 

0,=sin-'[^sin(|-fl)] 

for Fig. 2(o). The expression for 7",* and r/; differ in similar 
ways as did the coefficients C to F, equation (10), depending 
on the location of the surface points with respect to the center 
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Fig. 3(a) Effect of buoyancy on velocity profile at I = N 3 

QN = 1.0 

7 RODS 
Fig. 3(6) Effect of buoyancy on temperature profile at I = N3 

of the inner rod. Figure 2(b) is another of the total eight 
different intersections (four coupled and four uncoupled), 
details of which can be seen in [17]. The coupled intersections 
involve both a and fi, whereas for the uncoupled ones, only 
one is different from unity. 

The inner rod temperature at an intersecting point is then 
evaluated as 

Vo*-k Trs 
+ ViT?+r,2 T2* + r,3 Tf + , 4 T4* + Vi T] 

(12) 

The surface temperature is subsequently used for computing 
the temperature at the vicinity nodes. 

3.4 Method of Iteration and Convergence. Assigning an 
initial value of unity to a nonzero valued parameter, u* or T*, 
iteration of the momentum and energy equations were carried 
out simultaneously in a cyclic process. The iterations were 
begun on J = 2 proceeding angularly from / = 1 to N3 till / 
= M and then returning back to / = 1, traversing through the 
/lines, Fig. 1. 

On first reaching / = M midway through the cycle, the 
nonzero residue of the shell wall average temperature was 
substracted as correction to the nodal temperatures. The 
values in the zone / = AT3 to N were obtained by reflection of 
the corresponding left-hand nodal results at the end of every 
iteration. 

The convergence of the iteration was monitored at two 
nodes: J = 2 and J = M—\ on / = N}, their importance 
arising from the proximity of the solid surfaces of the central 
rod and the shell wall. The convergence was defined as the 
relative variation of a parameter between the nth and the (n 
- l ) t h iterations, and a value of 10~4 was considered ac
ceptable. 

The test case consisted of pure forced convection through a 
7-rod assembly of 0.2 radius ratio at e = 0.8, the one in
vestigated by Benodekar and Date [5]. The present results for 
(13 x 25) grids were within 3 percent of [5]. 

3.5 Evaluation of Transport Parameters. The parameters 

of design interest are: cross-sectional flow rate, friction 
factor, and Nusselt number. These were evaluated in the 
following manner: 

Fanning friction factor 

, _ / dP_ \ DH 

V dx / 2pw;;v 

results into the expression 

/ R e = 
GDtfA'w 

2Q* 
(13) 

in which all but Q* are known. The nondimensional flow rate 
Q* was evaluated by a trapezoidal averaging of the nodal 
velocity values weighted by the respective areas. 

In any given sector, the heated surfaces are those due to the 
sector of the central rod and of the inner rod(s). The heat 
input per unit area accounting for power skew condition is 

<7 = 
Qo'[(n~l) + QN] 

(14) 

The average temperature of the central, or of the shell wall, 
could be estimated by a simple summation, since the grid sizes 
are equal. On the other hand, estimation of the inner rod 
average temperature required weighting through the variable 
angle i/^ subtended between two consecutive surface points k 
and k + 1. 

U iT?<k+nk+l)h 
r* 

ft — 
2TT 

(15) 

where SN is the total number of surface points in the zone / = 
1 to iV3. The average temperature of the heated surfaces is 
thus 

T-* 
1 W — 

[f*c+(ri-l)f*R] 
(16) 

The fluid bulk temperature was estimated in the same manner 
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Fig. 4 Effects of eccentricity on transport rates 

and step used for computing the flow rate. Defining the 
overall heat transfer coefficient as 

h = -
Q 

( 7 V 

the Nusselt number is written as 

•TB) 

\kTrrJ\(T*w-n)) 

(17) 

1 ref ' v ( T\V ~T%) • 

Upon substitutions for q and Tre{, we obtain 

Nu= = 
2mrnTk-n) 

4 Results and Discussions 

The expressions of equations (13) and (17) indicate that the 
influence of buoyancy, and other parameters, on the trans
port rates can be explained through the variations caused on 
the velocity and temperature distributions. 

The calculations were carried out for a reference set: 7 rods, 

-30 -20 
UPFLOW 

20 30 
DOWNFLOW 

-10 0 10 

— Gr/Re -
Fig. 5 Effects of buoyancy and power skew on flow rate 

r* = 0.18, e = 0.8, no power skew (QN = 1.0) and pure 
forced convection condition (Gr/Re = 0.0). In a given set of 
calculations, only one out of these parameters was varied. The 
velocity and temperature profiles are less nonuniform in the 
angular zone unoccupied by the inner rod. Reference is, 
therefore, made to the profiles on I = Nj plane, where the 
geometric and heat transfer effects are felt most strongly. 

We have an "upper zone" between the inner rod and the 
adiabatic shell, whereas the "lower zone" is between the 
central rod and the lower surface of the inner rod. Naming of 
the zones is only for the figures presented in the paper. 
Physically, both the zones are in the horizontal plane. 

It is easy to visualize that the shell wall temperature shall 
have spatial variation with a crest in the rod region, and a 
valley between the rods. The crests and valleys combine to 
produce a zero average. 

The high shell temperature on / = 7V3 and the dissipation of 
inner rods maintain a positive T* in the upper zone for all 
conditions of buoyancy, power skew, and flow direction. At 
the higher eccentricity of t = 0.8, Fig. 3(b), pure forced 
convection in the lower zone is improved due to the 
availability of a relativley larger flow area. The fluid tem
perature is not only below Ts (T* < 0), but also less than that 
of other bounding rod surfaces, curve 1, Fig. 1(b). 

The downward flow in the upper zone is opposed by a net 
buoyancy force acting upward due to the local fluid tem
perature being higher than fs (T* > 0). Flow separation is 
indicated on the upper surface of the inner rod in downflow at 
Gr/Re slightly below 10. At still higher values of Gr/Re, flow 
reversal sets in. 

The foregoing physical explanation is the basis for in
terpreting subsequent results where the sign of ± (Gr T*) may 
simply be referred for brevity. That upward mainflow in the 
upper zone is assisted by buoyancy follows from T* > 0. It 
has already been indicated that T* is lower than zero in the 
lower zone under forced convection, for e = 0 .8. In other 
words, the upflow in the lower zone is opposed at low — 
Gr/Re = 10, curve 1, Fig. 3(a). Such opposition, however, 
results in reduced heat transfer that leads to a reversal, T* > 
0, at higher values of Gr/Re in upflow. Consequently, the 
upflow is also assisted in the lower zone for - Gr/Re = 20 or 
30. 

The picture changes when the inner rods are located closer 
to the central rod, say with e = 0.64. The flow space in the 
lower zone is reduced compared to that in Fig. 3(a) or 3(b). 
With both the central and inner rod dissipating heat, the lower 
zone temperature is increased. Both the zones are at tem
peratures higher than the shell wall average, for all buoyancy 
conditions in either flow direction. In this case the upflow is 
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Fig. 6 Effects of buoyancy and power skew on transport rates 

supported by buoyancy all over the cross section and the 
downflow opposed. 

In comparing the results for e = 0.64 and 0.8, we observe 
that the phenomena are so critically geometry-dependent that 
the conclusions for one configuration cannot be generalized to 
others. 

The variations in friction factor (f Re) and heat transfer 
rate (Nu) for e = 0.64 are shown in Fig. 4. The decrease in 
flow rate due to buoyancy in downflow is reflected by the 
increase in friction factor and reduction in Nusselt number. 
Converse results are observed for upflow. 

In a power skew condition, the heat flux on the central rod 
is QNtimes that on the inner rod. With QN = 0.5, 1, or 2, the 
variation of total heat input to the flow domain is not 
significantly different, since the central road surface area is 
only a fraction of the inner rod (one-sixth for the reference 
case). 

The difference, however, arises due to the variation in local 
temperature. At QN = 0.5, T* was lower compared to the QN 
= 1.0 condition, for otherwise unchanged parameters. 
Consequently the local velocities were enhanced in downflow 
and retarded in upflow, compared to QN = 1.0. The reverse 
effects were observed with QN = 2.0. Whereas the influence 
of power skew on velocity and temperature profiles are given 
in [17], the overall effects on cross-sectional flow rate can be 
noted in Fig. 5. The variations of transport rates due both to 
buoyancy and power skew are presented in Fig 6. An 
asymptotic rise of friction and a near zero value of the Nusselt 

-10 
UPFLOW 

5 0 5 
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(a) Friction factor 

10 
DOWNFLOW 

-10 
UPFLOW 

10 
DOWNFLOW 

-5 0 5 
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Fig. 7 Variation of transport rates due to number of rods 

number are observed for a highly retarded downflow at QN 
= 2.0 and Gr/Re = 20. 

Consider pure forced convection (Gr/Re = 0) due solely to 
G = 1, when the number of rods within the shell is changed 
from 7 to 5 or 13 for otherwise reference conditions. The flow 
rate would be proportional to net available area: Q* = 
5.1877, 2.4652, and 1.1088, respectively, for 5, 7, and 13 rod 
assemblies. The decreasing value of Q* is partially offset by 
lower values of D*H and A*w resulting in i /Re) 0 of 19.7439, 
23.0666, and 8.1135. 

Greater uniformity of fluid temperature and a lower value 
of (f*w — T%) are expected when the number of rods are 
increased within the shell. The combined effects of low Q*, 
D*H, and (T*w - T*B) yield Nu0: 5.2939, 7.1063, and 1.0714 
for 5, 7, and 13 rod arrangements. 

For completeness, we quote the 7-rod results of Benodekar 
and Date [5] for a different radius ratio of r* = 0.2: (/"Re)0 

= 24.31 and Nu0 = 5.659. 
It has been already pointed out that the shell wall tem

perature is spatially periodic, the number of crests or valleys 
equaling the number of inner rods. The smaller the number of 
rods, the higher would be the amplitude of variation over zero 
average fs. A high crest of the shell wall temperature com
bined with the inner rod dissipation result in the maximum 
value of the positive T* for the upper zone fluid, when the rod 
number is minimum. Consequently, an upflow in the upper 
zone is assisted by buoyancy to the maximum for the 
minimum number of rods. With increase in number of rods 
not only does the amplitude of positive 7"* decrease in the 
upper zone, it becomes negative in the lower zone, for e = 
0.8. The gross effects of buoyancy on transport rates are 
noted in Fig. 7. 

The variation of the shell wall temperature is shown in the 
polar diagram in Fig. 8. Both the maximum of the shell wall 
temperature and that of the upper surface of the inner rod 
occur in downflow at Gr/Re = 20, corresponding to the 
reverse flow in the upper zone of Fig. 3(a). The higher surface 
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Fig. 8 Polar diagram of surface temperatures 

temperatures are due to the reduced local heat transfer rate. 
On the other hand, the buoyancy enhanced convection in the 
lower zone, Fig. 3(a) and (/>), explains the "negative" dif
ferentials on the central rod and on the lower surface of the 
inner rod, curve 5, Fig. 8. 

5 Conclusions 

The present numerical study of combined free and forced 
convection in a finite rod array was motivated for estimating 
transport parameter values needed for the thermal-hydraulic 
safety analysis of a pressurized water reactor. The salient 
effects of buoyancy, power skew, eccentricity and the number 
of heat dissipating rods are recalled. 

The mainflow caused by impressing an external pressure 
gradient ( - G ) , is not necessarily assisted or opposed by the 
buoyancy all over the cross section. A downflow is assisted in 
the location where fluid temperature is below the shell wall 
average, (7* < 0), and an upflow where T* is positive. 

With the inner rods located at 0.8 eccentricity, a downward 
flow is opposed by buoyancy in the upper zone. Local flow 
separation is initiated around Gr/Re = 10. The cross-
sectional flow rate is, however, increased due to enhance
ments in the lower zone with a negative T*. The effects are 
reflected by lowering of (f Re) and increase in the heat 
transfer rate. The downflow is, however, retarded in the lower 
zone when the eccentricity is reduced t o e = 0.64, for which 
T* > 0. 

As power skew is increased, the downflow is opposed by the 
buoyancy in both the zones. 

A downflow could be practically stalled all over the cross 
section for QN = 2.0 at e = 0.8, or with QN = 1.0 but 0.64 
eccentricity, when the buoyancy effect is around Gr/Re = 20. 
A steeply increasing friction and near zero heat transfer 
result. On the other hand, for e = 0.8 the variations of Q* or 
transport rates in upflow are limited to 20 percent even when 
- G r / R e = 30, and QN varying from 0.5 to 2.0. The 
variations are, however, wide for e = 0.64: Nusselt number in 
upflow is increased by 150 percent at - G r / R e = 20, from its 
forced convection value. 

The extent of local assistance of an upflow, or opposition 
of a downflow, is higher when the number of rods within the 

shell is small, consequenting in greater nonuniformity of fluid 
temperature. 

The analysis here has been restricted to one ring of inner 
rods. In principle, the present method of multiple coordinate 
analysis is applicable to a geometry having more rings of inner 
rods. The computation shall, of course, be more involved. 

In the vertical orientation of a pressurized water reactor, 
the coolant flow is upward in the core and downward in the 
steam generator. The information presented here for both 
upflow and downflow are, therefore, useful for predicting the 
rate of cooling of a reactor core following a transient, e.g., a 
LOCA (Loss of Coolant Accident). 
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Jet-Impingement Heat Transfer for 
a Circular Jet Impinging in 
Crossflow on a Cylinder 
Quasi-local heat transfer coefficients were measured on a cylinder on which a 
circular jet impinged in crossflow. The jet diameter and the distance between the 
initiation of the jet and the cylinder surface were varied parametrically, as was the 
jet Reynolds number. The measurements showed that the axial distribution of the 
heat transfer coefficient peaked at the impingement point. For a fixed jet diameter 
and Reynolds number, the peak heat transfer coefficient increased as the distance 
between the initiation of the jet and the cylinder surface decreased. The peak 
coefficient also increased with decreasing jet diameter at fixed values of the jet 
initiation distance and the Reynolds number. User-oriented correlations of the peak 
Nusselt number with the geometrical parameters and with the Reynolds number 
were derived. The dropoff of the heat transfer coefficient with increasing axial 
distance from the impingement point was more rapid for smaller jet initiation 
distances (at a fixed jet diameter and Reynolds number) and for smaller jet 
diameters (at a fixed initiation distance and Reynolds number). The impingement 
pattern was examined by flow visualization. 

Introduction 

Jet impingement yields higher heat transfer coefficients 
than are provided by most other modes of forced convection. 
It is widely utilized in numerous drying, annealing, tempering, 
and curing processes and is used to protect surfaces that are 
exposed to high local heat fluxes. Across this broad spectrum 
of applications, a variety of impingement surface and jet 
configurations are employed. 

The particular configuration to be investigated here is the 
crossflow impingement of a circular jet on the surface of a 
cylinder. A careful examination of the literature, including 
both the exhaustive 1977 survey article of Martin [1] and more 
recent papers, did not reveal any published information for 
this configuration, despite its relevance to practice (e.g., in the 
manufacture of paper and of glass). There is a modest amount 
of experimental information for slot jet impingement on a 
circular cylinder [2, 3], but that is a two-dimensional situation 
that differs fundamentally from the present three-
dimensional problem. 

The research described here is experimental in nature. In 
the main part of the work, measurements were made of the 
quasi-local heat transfer coefficient as a function of the axial 
distance along the cylinder. During the course of these ex
periments, three parameters were systematically varied. Two 
of these are geometrical. One is the ratio of the jet diameter d 
to the cylinder diameter D, while the other is the S/d ratio, 
where S is the distance between the origin of the jet and the 
cylinder. These ratios spanned the ranges 0.189 < d/D < 
0.424 and 5 < S/d < 15. For each configuration defined by 
d/D and S/d, the jet Reynolds number was varied from about 
4000 to about 25,000. 

In the presentation of results, special consideration will be 
given to the impingement point (actually, impingement 
region) transfer coefficient, in view of its particular relevance 
to design. In addition to a multi-viewpoint graphical 
presentation, an algebraic correlation of the impingement 
point results is sought involving the geometrical parameters 
and the Reynolds number. Axial distributions of the transfer 
coefficient along the cylinder surface are presented from two 
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different viewpoints in order to provide the broadest per
spective. 

To supplement the transfer coefficient measurements, a 
flow visualization study was performed to reveal the manner 
in which the jet spread over the surface. In that study, the oil-
lampblack technique was employed. 

The Experiments 

The heat transfer coefficients to be reported here were 
obtained from mass transfer experiments involving the 
naphthalene sublimation technique. The use of the 
naphthalene technique affords many benefits compared with 
direct heat transfer experiments. In particular, the ex
perimental apparatus is much simpler while, at the same time, 
the accuracy of the results is higher. Nonaccountable ex
traneous losses are virtually nonexistent. In addition, a 
standard boundary condition (the counterpart of uniform 
wall temperature in the analogous heat transfer problem) is 
readily established. 

The naphthalene technique has already been used in 
studying jet impingement [3-5], However, the existing 
methods for the preparation of naphthalene surfaces are not 
suitable for the quasi-local measurements contemplated here. 
A new napthalene casting technique, developed to provide 
surface elements that facilitate this type of measurement, will 
be described shortly. 

Experimental Apparatus. The experimental apparatus was 
housed in a large rectangular test chamber, 1.52 m high, and 
having a square horizontal cross section of dimensions 0.61 X 
0.61 m. The chamber was completely airtight, except for a 
vertically oriented jet delivery tube that pierced its upper wall 
and an air exit port that was centered in the lower wall. 

The system was operated in the suction mode, with air 
drawn into the inlet of the jet delivery tube from the 
laboratory room. During its passage through the tube, the 
airflow undergoes hydrodynamic development, and at the 
tube exit, the pipe flow becomes a jet. The jet is aligned to 
impinge in crossflow on a horizontal cylinder situated at a 
preselected distance below the tube exit. Upon passing over 
the cylinder, the air streams toward the bottom of the 
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Fig. 1 Schematic diagram showing the main components of the ex
perimental apparatus 

chamber, from which it exits into an air handling system 
consisting of a flowmeter (a calibrated orifice), a control 
valve, and a blower. The blower is located in a service 
corridor outside the laboratory, and its compression-heated, 
naphthalene-enriched discharge is vented outside the building. 
This positioning ensures that the laboratory is free of 
naphthalene vapor. 

Further description of the experimental apparatus is 
facilitated by reference to Fig. 1. The figure shows the im
pingement cylinder, the jet delivery tube, and the installation 
of the tube in the upper wall of the test chamber. The 
remainder of the test chamber and the air handling system 
need no further elaboration and are not shown. 

As seen in the figure, the jet delivery tube is supported and 
positioned by a sleevelike fixture (i.e., the tube guide) that 
rests in a lap in the upper wall of the test chamber. The tube 
can be slid vertically within the sleeve, so that its exit can be 
positioned at any desired distance from the impingement 
cylinder (which is fixed). The distance between the tube exit 
and the highest point of the cylinder is denoted by the symbol 
S. 

At the lower end, the wall of the delivery tube is beveled 
back from the exit cross section to minimize possible effects 

SLEEVE 

POUR HOLE COVER 

BACKING 
NAPHTHALENE RING 

Fig. 2 Mold for casting naphthalene 

of the finite wall thickness. The upper end of the tube was 
situated well above the upper wall of the test chamber for all 
the investigated tube-to-cylinder separation distances S. 

Three jet delivery tubes were used during the course of the 
experiments, with respective inner diameters d given by d/D 
= 0.189, 0.313, and 0.424 (D = impingement cylinder 
diameter). A different, custom-fitted tube guide was used 
with each. The respective lengths of the tubes were ap
proximately SQd, 60d, and 50d. These lengths are sufficient to 
yield well-defined, fully developed velocity distributions and 
turbulence levels at the exits of the respective delivery tubes. 

The impingement cylinder is a composite structure con
sisting of a 3.81-cm-dia. aluminum core over which are 
slipped an array of naphthalene-coated rings and aluminum 
sleeves. When assembled, the outside diameter D of the 
cylinder is 5.08 cm, and its length is 56 cm. The cylinder is 
supported at its ends by fixtures attached to the side walls of 
the chamber. These supports position the cylinder with its axis 
horizontal and at a fixed elevation in the test chamber. 

Figure 1 shows the naphthalene-coated rings as they were 
deployed during the final data runs. As seen there, a total of 
14 rings was employed. One of the rings was centered directly 
beneath the jet, and it was flanked to one side by 11 rings and 
to the other side by 2 rings. The centered ring and its set of 11 
neighbors yielded the primary data for the axial distribution 
of the mass transfer coefficient. The other 2 rings served to 
verify the symmetry of the distribution. In preliminary data 
runs, performed to investigate symmetry, the rings were 
deployed more uniformly about the centered ring. The axial 
length L of each ring was 0.635 cm, which corresponds to 
LID = 1/8. 

Aluminum sleeves of outside diameter identical to that of 
the naphthalene-coated rings were positioned to either side of 
the array of rings. Because of the direction of fluid flow over 
the cylinder, the mass transfer at the naphthalene rings was in 
no way affected by the nonparticipation of the metal sleeves 
in the mass transfer process. After the rings and sleeves were 
assembled, they were pressed tightly together to form a 
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continuous surface by forces imposed at both ends of the 
cylinder. 

Naphthalene Coating Technique. The naphthalene 
coatings were applied by a casting procedure that utilized a 
special mold whose description is facilitated by reference to 
Fig. 2. The basic task was to apply a naphthalene coating of 
precise dimensions and hydrodynamically smooth surface 
finish to the outer edge of a metallic ring (hereafter called the 
backing ring). To this end, the backing ring is incorporated as 
one part of the four-part mold illustrated schematically in the 
figure. 

As shown there, a stepped disk serves as a base on which are 
placed the backing ring and a cylindrical sleeve. (Note that the 
naphthalene coating remaining from the preceding data run is 
removed from the ring by melting and evaporation prior to its 
assembly into the mold.) A cover with a stepped lower face 
and a recessed upper face is situated atop the ring. The steps 
are precisely machined to positively position all of the mold 
parts. An annular space bounded by the mold parts 
serves as the mold cavity into which molten naphthalene is 
poured through a circular hole in the cover. Another hole in 
the cover (not shown) serves to vent the air displaced from the 
mold cavity by the naphthalene. 

It may be noted that the outer periphery of the backing ring 
is grooved in order to provide a footing for the poured 
naphthalene. The function of the recessed upper face of the 
cover is to trap excess naphthalene during the pouring 
process. 

Once the naphthalene has solidified, the mold is 
disassembled by axially displacing the sleeve and rotating the 
cover. The backing ring with its naphthalene coating is 
thereby released. The smoothness of the exposed naphthalene 
surfaces is guaranteed by the high polish of the mold surfaces 
against which they solidify. 

Two of the rings were provided with small access holes to 
permit calibrated, fine-gage thermocouples to be inserted into 
the mold cavity and, thereby, to be cast into the naphthalene 
coating. Each such ring could accommodate two ther
mocouples, positioned 180 deg apart. The thermocouple lead 
wires emerge from the bore of the backing ring and are drawn 
out to one end of the cylinder via axial grooves milled into the 
aluminum core. The thermocouple-equipped rings were 
positioned at various stations in the array in order to identify 
the presence of possible axial and circumferential temperature 
variations (no such variations were encountered). The tem
perature data provided by the embedded thermocouples are 
used in the evaluation of the vapor pressure at the surface of 
the subliming naphthalene. 

Instrumentation and Experimental Procedure. The mass 
of each of the naphthalene-coated rings was measured im
mediately before and after each data run as well as after an 
extraneous-loss accounting procedure (to be described 
shortly). The mass measurements were made with a Sartorius 
ultra-precision, electronic analytical balance with a resolution 
of 10~5 g and a capacity of 166 g. Typically, about 0.02 g of 
naphthalene was sublimed per ring during a data run. 

The first step in preparing for a data run was the weighing 
of the naphthalene-coated rings. Then the rings and the 
metallic sleeves were assembled on the core and locked into 
place. An airtight sheath made of aluminum foil and sealed 
with pressure-sensitive tape was then placed over the array of 
naphthalene-coated rings to prevent sublimation. The thus-
assembled cylinder was installed in the test chamber through 
an access window, after which the window was sealed and the 
airflow initiated. During the ensuing period, the outputs of 
the embedded thermocouples were carefully monitored. When 
steady temperature readings were attained, the protective 

sheath was removed from the mass transfer section, and the 
data run proper was begun. 

The duration of the run was selected to limit the average 
sublimation-related surface recession to approximately 0.0013 
cm (0.0005 in.). During the run, the embedded thermocouples 
were read periodically (a minimum of 10 readings per run). At 
the conclusion of the run, the cylinder was disassembled, and 
the naphthalene-coated rings were weighed. 

At this point, the experiment was continued in order to 
determine the amount of mass sublimed between the two 
weighings during periods other than the data run proper (i.e., 
during the setup and disassembly of the cylinder). To this end, 
all aspects of the setup and disassembly operations were 
repeated (but without an airflow period), after which the rings 
were weighed once again. The change of mass between this 
final weighing and the preceding weighing was employed as a 
subtractive correction. 

Results and Discussion 

Data Reduction. The mass transfer data for each of the 
naphthalene-coated rings was processed separately to yield 
per-ring mass transfer coefficients and Sherwood numbers. 
Due to the narrow axial extent of each ring (i.e., LID = 1/8), 
the per-ring results can be regarded as quasi-local with respect 
to the axial coordinate X(Fig. 1). 

The corrected change of mass AM for each ring, when 
divided by the per-ring surface area Aw (=irDL) and the 
duration T of the data run, yields the ring-average mass flux m 
( = A M M „ T ) . With this, the per-ring mass transfer coefficient 
K and Sherwood number Sh follow as 

K=m/(p,„-p„a),S,h = KD/'D (1) 

The quantities p„w and p„„ are, respectively, the naphthalene 
vapor densities at the subliming surface and in the oncoming 
jet. The latter is zero in the present experiments. For the 
former, the vapor pressure/temperature relation of [6] was 
used to evaluate the equilibrium naphthalene vapor pressure 
corresponding to the measured surface temperature. Then, 
with the vapor pressure and the temperature as inputs, pnw 

was obtained from the perfect gas law. 
For the Sherwood number, the cylinder diameter D was 

used as the characteristic dimension. Furthermore, to 
eliminate the diffusion coefficient 3D, the Schmidt number Sc 
(= v/5D) can be employed, which yields 

Sh = (KD/v)Sc (2) 

where Sc = 2.5 [6]. The Sherwood numbers are believed 
accurate to 2 percent. 

The jet Reynolds number Re was evaluated at the exit of the 
jet delivery tube, so that it is, in effect, a pipe Reynolds 
number. Therefore, 

Re = 4w//iTra? (3) 

in which w is the flow rate of the air passing through the jet 
delivery tube. 

Heat/Mass Transfer Analogy. The Sherwood numbers 
determined here can be transformed to Nusselt numbers by 
employing the well-established analogy between heat and 
mass transfer. From [1], for jet impingement, 

Sh/Sc042 = Nu/Pr0 4 2 =F(Re,x,0 (4) 

in which x, denotes a set of geometrical parameters. Since the 
present Sherwood number results correspond to a Schmidt 
number of 2.5 

Nu = (Pr°-42/1.47)Sh2.5 (5) 

For heat transfer in air (Pr = 0.7) 

Nu07=0.586Sh2.5 (6) 
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Fig. 3 Peak Sherwood numbers for jets of various diameters and for 
parametric separation distances between the jet exit and the im
pingement surface 

Fig. 4 Peak Sherwood numbers for various separation distances 
between the jet exit and the impingement surface and for parametric 
values of the jet diameter 

Therefore, by making use of equation (6), the Sherwood 
numbers to be presented here can be employed in applications 
involving heat transfer in air. Consequently, in what follows, 
the phrases mass transfer and heat transfer will be used in
terchangeably. 

Peak Mass (Heat) Transfer Coefficients. As will be 
demonstrated later, the Sherwood number varies with axial 
position along the cylinder, with the largest value being at
tained at the ring that is centered on the symmetry line of the 
jet (see Fig. 1). The peak value is of particular relevance to 
practice, and its dependence on the parameters of the problem 
will now be presented. 

In Fig. 3, the peak Sherwood numbers were plotted as a 
function of the Reynolds number for parametric values of the 
dimensionless jet diameter d/D and jet exit to cylinder 
separation distance S/d. The figure is subdivided into three 
parts. Each part conveys results for a given jet diameter, and 
the data presented in each part display the effect of varying 
the separation distance for that jet diameter. The three parts 
share a common ordinate scale, but each has its own abscissa 
as indicated by the arrows. 

Table 1 C values in Sh, Re Correlations 

d/D 

(o)Sh = CReu 

S/d 
0.189 

0.313 

0.424 

d/D 

0.189 
0.313 
0.424 

10 
15 
10 
15 
10 
15 

(6)Sh = CRe0-685 

S/d 

5 
5 
5 

0.228 
0.186 
0.184 
0.146 
0.155 
0.120 

C 

0.555 
0.468 
0.401 

Inspection of Fig. 3 shows that for each configuration (i.e., 
fixed d/D and S/d), the Sherwood number increases in a 
regular manner with the Reynolds number, with the Sh, Re 
relation being very well described by the power law Sh = 
CRe" (i.e., a straight line on logarithmic coordinates). The 
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Fig. 5 Correlation of the peak Sherwood number 

specifics of the power-law representations will be discussed 
shortly. Another general trend that is clearly in evidence in 
Fig. 3 is the drop-off in the Sherwood number with increasing 
distance between the jet exit and the cylinder. The extent of 
the drop-off increases as the jet diameter increases. Another 
effect of jet diameter, which can be seen by comparing the 
three parts of the figure, is a tendency toward lower Sherwood 
numbers for jets of larger diameter. This trend will be 
elaborated in a subsequent figure. 

Careful study of Fig. 3 reveals that for all of the in
vestigated jet diameters and for the larger separation distances 
(i.e., S/d = 10 and 15), the Sherwood-Reynolds distributions 
are all very well correlated by lines of the same slope. These 
lines are represented by 

Sh = CRe0-765, alld/D,S/d = 10and 15 (7) 

The constants C, determined by least squares, are listed in 
Table 1(a). 

The straight lines passing through the S/d =10 and 15 data 
in Fig. 3 correspond to equation (7) and Table 1(a). The 
excellence with which these lines represent the data and the 
commonality of their slopes suggests a similarity in the 
participating physical processes for these cases. 

The S/d = 5 data are not correlated by equation (7). This is 
not surprising when consideration is given to the mixing 
processes to which the jet is subjected after it leaves the 
delivery tube. For example, as shown in [7], the centerline 
velocity of a free jet is unaffected by the mixing at a station 5 
diameters from the exit, while the centerline velocity is 
considerably affected (i.e., reduced) at 10 and 15 diameters 
from the exit. Therefore, there is no reason to expect the S/d 
= 5 results to be correlated with those for S/d = 10 and 15. 

For S/d = 5, a separate least-squares fit to the respective 
data for d/D = 0.189, 0.313, and 0.424 yields slightly dif
ferent exponents n for the three cases. With a view toward 
attaining a concise presentation, a single n value was sought 
and found which correlates the S/d - 5 results to high ac
curacy. The expression 

Sh = CRe0685, all d/D,S/d=5 (8) 
with C from Table 1(b), represents all the S/d = 5 data with 
an extreme error of only 2.4 percent. The straight lines 
passing through the S/d = 5 data in Fig. 3 represent equation 
(8) and Table 1(6). 

An alternate perspective on the peak Sherwood numbers is 
provided by Fig. 4. This figure is similar in structure to Fig. 3, 
but now the results are grouped together according to the jet 
exit to cylinder separation distance S/d. Within each 
grouping, the curves are parameterized by the dimensionless 
jet diameter d/D. This presentation highlights the effect of 
d/D on the Sherwood number results. 

As seen in the figure, higher Sherwood numbers are 
associated with jets of smaller diameter. This finding is 
physically plausible, since, for a fixed Reynolds number, 
smaller diameter jets are characterized by higher velocities. 
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Fig. 6 Axial distributions of the Sherwood number for d/D = 0.189 
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Fig. 7 Axial distributions of the Sherwood number for d/D = 0.313 

The effect of jet diameter on the Sherwood number 
diminishes moderately as the separation distance S/d 
decreases. 

To enhance the usability of the results for practical ap-
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Fig. 8 Axial distributions of the Sherwood number for d/D = 0.424 

X/D 
Fig. 9 Axial distributions of the Sherwood number for S/d = 5 

plications, further correlation of the data was sought. The end 
result of these efforts is presented in Fig. 5. As can be seen 
there, the ordinate group includes the Sherwood number as 
well as functions of Re and d/D, the objective being to render 
this group virtually independent of Re and d/D. This ob
jective has been fulfilled fairly well, as witnessed by the 
compact distribution of the data. The compactness of the 
presentation and the weak dependence of the ordinate group 
on Re and d/D facilitates easy and accurate interpolation of 
the results, and invites moderate extrapolation. 

If the ordinate group is, for conciseness, designated as 
ORD, then 

ORD = 0.775Re S/d =5 (9a) 

ORD = 0.306, S/d =10 (9b) 

ORD = 0.244, S/d =15 (9c) 

where the residual dependence on d/D is deemed sufficiently 
small so that it need not be taken into account. 

Axial Variation of the Mass (Heat) Transfer Coef
ficient. Subsequent to its impingement, the jet spreads over 
the surface. The spreading is characterized by a diminution of 
velocity and is accompanied by a growth in boundary layer 
thickness. These processes give rise to an axial decrease in the 
mass transfer coefficient. 

The measured axial distributions of the quasi-local Sher
wood number are presented in Figs. 6-8, each of which 
corresponds to a fixed jet diameter, respectively d/D = 0.189, 
0.313, and 0.424. In each graph, results are given for five 
Reynolds numbers ranging from about 4000 to 25,000. Each 
such Reynolds number is represented by a cluster of three 
curves which respectively correspond to spacings S/d = 5, 10, 
and 15. 

The results for the various Reynolds numbers naturally 
stack one above the other in each figure. Also the S/d = 5, 
10, and 15 curves are stacked in that order for each Reynolds 
number. To avoid unwanted clutter, the S/d designations are 

600 

5 0 0 -

4 0 0 -

Sh 
3 0 0 -

200 

100 

X/D 
Fig.10 Axial distributions of the Sherwood number for S/d = 10 

affixed only to one set of curves in each figure - that for the 
highest Reynolds number. As a further measure to avoid what 
would otherwise be confusing overlap, the data symbols are 
omitted from Figs. 6-8. The data will be included in sub
sequent figures. 
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Fig.11 Axial distributions 01 the Sherwood number lor Sid = 15

value is about 30 percent of that at XID = 0 when Sid = 5;
for Sid = 15, the corresponding percentage is 40-45 percent.
These percentage drop-offs are almost independent of the
Reynolds number.

As evidenced by Figs. 7 and 8, the aforementioned trends
are generally preserved, but with modifications, as diD in
creases. In particular, although the Sh distributions for
smaller Sid continue to drop off more rapidly with XID than
do those for larger Sid, the merging of the curves and their
ultimate independence of Sid is attained more slowly (i.e., at
larger XID) for jets of larger diameter. Thus, for example, in
Fig. 8, it is seen that at the last measurement station and for
Re = 24,640, the curves for the different Sid have not yet
merged. Furthermore, the extent of the drop-off of Sh with
XID becomes smaller for jets of larger diameter.

An alternate presentation of the axial distributions is
conveyed by Figs. 9-11. Each of these figures is for a fixed
separation distance Sid, respectively,S, 10, and 15. In each
figure, Sh distributions are presented for three Reynolds
numbers which span the investigated range (two Re values
were omitted from these figures to preserve clarity). Each
Reynolds number is represented by three curves which
respectively correspond to jet diameters diD = 0.189,0.313,
and 0.424.

Figure 9 (the smallest spacing) will be discussed first. The
figure shows that although larger Sh values are attained at the
impingement point with smaller diameter jets, there is a much
more rapid drop-off with XID when the jet diameter is small.
Indeed, the drop-off pattern is such that at a moderate
distance from the impingement point, the ordering of the
results with jet diameter is reversed so that the largest
diameter jet exhibits the highest Sherwood number.

These results may be rationalized by noting that at a fixed
Reynolds number, a smaller diameter jet is characterized by a
higher velocity but a smaller mass flow. The higher velocity
asserts itself in creating higher impingement-point values of
Sh, while the lower mass flow is responsible for the more
rapid drop-off and the lower values of Sh at larger XID.

When the distance between the jet exit and the cylinder is
increased (i.e., larger SId), the resulting greater preim
pingement jet spreading tends to blur the effect of jet
diameter. Thus, in Fig. 10 (Sid = 10), although there is a
reversal in the ordering of the curves for a given Re as XID

diD

3940

o 0.189

o 0.313
L!. 0.424

0.8
X/D

OL-_-L_--'__-L-_-------L__-'--_--'--_--'

o

400

I Sid 15 I

I00r=--u_-{)....._ ~

Sh
300

Attention may first be turned to Fig. 6 (smallest jet
diameter). The figure affirms that the peak Sherwood
numbers (i.e., at XID = 0) are higher at smaller separation
distances Sid between the jet exit and the cylinder. However,
the smaller the Sid, the more rapidly does the Sherwood
number drop off with increasing axial distance from the
impingement point, so that beyond XID = 0.8, the Sherwood
number is independent of SID. This is the main message of
Fig. 6. The second key point of the figure is that the drop-off
of Sh with XID is appreciable. Thus, at XID = 1.4, the Sh

(0 )

(b)

(c)

(d)

Fig.12 Flow visualization photographs: (a) dID = 0.189, SId = 5; (b)
diD = 0.189, Sid = 15; (c) diD = 0.424, Sid = 5; and (d) diD = 0.424,
SId =15
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increases, it is not nearly as extensive as that in evidence in 
Fig. 9. For S/d = 15 (Fig. 11), the differences in the rapidity 
of the drop-off for the various S/d have further moderated so 
that the reversal in ordering has not yet occurred at the last 
measurement station, although it is incipient. 

The results presented in Figs. 6-11, together with the 
related discussion, suggest that the choice of d/D and S/d for 
an application will depend on whether a high peak value of 
Nu (or Sh) is more or less important than uniformity. The 
former objective is favored by small S/d and small d/D, while 
the latter is promoted by large S/d and large d/D. 

Flow Visualization. As noted in the Introduction, the oil-
lampblack technique [8] was used for flow visualization. For 
this study, the surface of the cylinder was covered with white, 
self-adhering, plasticized contact paper. Prior to the initiation 
of the airflow, the contact paper was brushed with a suitable 
mixture of lampblack powder and oil. When the airflow was 
activated and maintained, the mixture moved under the action 
of the fluid shear forces, yielding a pattern of lines which 
reflect the pattern of fluid flow adjacent to the surface of the 
cylinder. At the termination of the visualization run, the 
contact paper was removed from the cylinder, laid flat on a 
plane backing surface, and photographed. 

It was necessary that the mixture was sufficiently stiff so 
that it did not sag under the action of gravity. On the other 
hand, such a mixture did not respond to the relatively small 
shear forces associated with Reynolds numbers in the lower 
end of the range. Therefore, the visualization work was 
carried out at the upper end of the investigated Reynolds 
number range. 

The results of the flow visualization are presented in Fig. 
12, where four photographs are displayed. Photos (a) and (b) 
correspond to the smallest diameter jet, d/D = 0.189, and to 
S/d = 5 and 15, respectively. Similarly, photos (c) and (d) are 
for the largest diameter jet, d/D = 0.424, and for S/d = 5 
and 15, respectively. For purposes of orientation, a horizontal 
line may be imagined to be drawn through the black spot in 
the center of each visualization pattern. Such a line would lie 
along the upper ridge of the cylinder (facing the oncoming 
jet), parallel to the axis. 

The aforementioned black spot is a stagnation zone, and it 
marks the position on the surface where the center of the jet 
impinges. The streak lines which emanate from the stagnation 
zone show the paths along which the jet spreads over the 
surface. The pictured streak lines subtend about half the 
cylinder circumference. 

In photograph (a), the stagnation zone is a circle, and the 
streak lines appear to be uniformly radial. Thus, for a small 
diameter jet and a relatively small jet exit-cylinder separation 
distance, the jet spreads uniformly over the surface. 

The slightly elliptical shape of the stagnation zone in 
photograph (b) is indicative of a modest nonuniformity in the 
spread of the jet, and this is confirmed by careful study of the 
streak lines. It appears that fluid particles issuing from the 
stagnation zone along paths angled slightly away from the 
axial direction (i.e., the horizontal direction in the 
photograph) tend to move along slightly curved trajectories. 
The flow pattern pictured in photo (c) is virtually identical to 
that of photo {b). These photos respectively correspond to a 
small diameter jet which is initiated relatively far from the 
cylinder and a large diameter jet which is initiated relatively 
close to the cylinder. 

Photograph (d) corresponds to a large diameter jet initiated 
relatively far from the cylinder. The stagnation zone has 
become more elliptical, and the aforementioned flow path 
curvature is now more clearly in evidence. The spreading of 
the jet over the surface is quite nonuniform in this case. 

Concluding Remarks 

The experiments reported here have provided, seemingly 
for the first time, mass (heat) transfer coefficients for 
crossflow impingement of a circular jet on a cylinder. 
Although the experimental work was performed for mass 
transfer (i.e., naphthalene sublimation), the results can be 
employed for heat transfer, as demonstrated by equations (5) 
and (6). 

Two geometrical parameters were varied during the course 
of the experiments — d/D and S/d, where d is the diameter of 
the jet at its point of initiation (exit of the jet delivery tube), D 
is the diameter of the cylinder, and 5 is the distance between 
the initiation of the jet and the cylinder surface. The d/D ratio 
ranged from 0.189 to 0.424, while S/d varied from 5 to 15. 
For each configuration defined by d/D and S/d, the range of 
the Reynolds number extended from 4000 to 25,000. 

The measurements yielded the circumferential-average 
mass (heat) transfer coefficient as a function of axial position 
along the cylinder. The peak transfer coefficients occurred at 
the section where the jet centerline intersected the surface of 
the cylinder. 

With regard to the peak transfer coefficients, the Sher
wood-Reynolds (Nusselt-Reynolds) relation was of identical 
form (Sh ~ Re0765) for all the investigated jet diameters and 
for both the intermediate and largest jet initiation distances. 
At the smallest jet initiation distance, the results obeyed a 
slightly different power law (Sh ~ Re0685). A correlation 
group involving Sh, Re, and d/D was synthesized to enable 
easy and accurate interpolation of the peak Sherwood number 
results. 

For a fixed jet diameter and Reynolds number, the largest 
peak Sherwood number occurred for the smallest jet initiation 
distance. Similarly, for a fixed initiation distance and 
Reynolds number, the smallest diameter jet yielded the largest 
peak Sherwood number. 

The transfer coefficient decreased with increasing axial 
distance from the impingement point. The drop-off was 
accentuated at small initiation distances (at a fixed jet 
diameter and Reynolds number) and for smaller jet diameters 
(at a fixed initiation distance and Reynolds number). 

The circumferential distributions of the mass transfer 
coefficient, which would have served to supplement the 
present results, were not obtained because the special in
strumentation needed for their determination was not 
available. 
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On the Steady-State Temperature 
Distribution in a Rotating Cylinder 
Subject to Heating and Cooling 
Over Its Surface 
A series solution for the two-dimensional, steady-state temperature distribution in a 
rotating cylinder, subject to surface heating flux conditions that are at most linear 
functions of the surface temperature, is applied to strip rolling. An examination of 
the influence of heat input over the heating region {roll gap) on the peak cylinder 
(roll) temperature is made. A strip scale layer (which is present in hot rolling) is 
shown to have a significant effect on roll temperatures through its modification of 
the heat transfer between strip and roll. The present results indicate that significant 
errors will arise in estimating the peak roll temperature if insufficient terms are used 
or if the heat distribution is taken to be uniform in the heating region. 

1 Introduction 

Much effort has been devoted, over the years, to the un
derstanding of rolling processes in cold and hot strip mills [1]. 
In particular, the heat transfer and temperature distribution 
in the work rolls of a rolling stand have been subjects of 
major interest to rolling mill designers. The studies have been 
invaluable in determining the strip temperature distribution, 
in estimating the values of the temperature-dependent 
parameters, in designing efficient cooling systems to keep the 
peak temperature and thermal gradient within an acceptable 
tolerance range, in predicting the roll thermal crown, and in 
estimating the thermal stresses induced in the rolls, the latter 
being connected with minimizing the risk of roll spalling. 

The thermal processes occurring in the rolls, as a result of 
strip rolling, are described fundamentally in terms of a 
rotating cylinder, subject to heating over a small surface area 
(the roll gap region where the roll is in contact with the strip), 
and to convective cooling over all or part of the cylinder 
surface area. Cerni [2] and Cerni et al. [3] have developed a 
mathematical model to determine the two-dimensional 
transient temperature distribution in a roll of a rolling stand. 
Their formulation was based on the assumption that heat 
transferred in the roll gap from the strip to the rolls, which are 
subject to uniform circumferential cooling, may be ap
proximated by a line source, and that the decrease in the heat 
transferred to the rolls, initially at ambient temperature, 
varies exponentially with time. The transient temperature 
buildup in the rolls has also been studied experimentally by 
Stevens et al. [4] and numerically by Parke et al. [5] for 
specific roll dimensions and speeds. In the latter, a finite 
difference scheme was used, the work roll was subject to 
water cooling over a portion of its circumference, and the heat 
loss to the back-up roll was taken into consideration. 
Recently, Denisov et al. [6] described experiments which 
accurately measured the temperature distribution near the roll 
surface. With this data, the complete roll temperature 
distribution may be calculated. 

In a series of papers, Unger [7, 8], and Unger and Weber 
[9-11] presented a formulation of the steady-state roll tem
perature distribution, which included the effects of heat 
transfer in the roll axial direction. The influence of various 
parameters on the roll thermal crown in cold rolling was 
examined from numerical solutions. 

Contriubted by the Heat Transfer Division for publication in the JOURNAL OF 
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Parallel with these numerical investigations, analytical 
studies have continued. With the assumptions of only radial 
heat transfer in the roll and a roll surface temperature varying 
exponentially with time, Pawelski [12] obtained expressions 
for the transient roll temperature distribution near the roll 
surface. This work was later extended, with the inclusion of a 
scale (oxide) layer on the strip surface, to calculations of the 
steady-state roll temperature near the surface [13]. The 
analytical detail of this work, however, does not appear to 
have been published. A more rigorous, two-dimensional 
analysis of the steady-state temperature has been formulated 
by Haubitzer [14], the roll temperature being expressed in 
terms of Kelvin functions in the roll radial direction and 
Fourier expansions in the circumferential direction, with 
constants determined from the prescribed surface temperature 
distribution. Patula [15] extended Haubitzer's work [14] by 
applying mixed boundary conditions to the same separated 
form of solution. This was aimed at the application of more 
practical roll surface conditions, i.e., roll cooling, governed 
by a uniform convective heat transfer coefficient, was spread 
over a portion of the roll circumference only. The heat 
transfer in the finite roll gap was assumed to be uniform (cf. 
the Cerni et al. [3] formulation of a single line heat source in 
the roll gap). The roll temperature was expressed in terms of 
constants determined by the solution of a set of linear 
simultaneous equations. 

This paper presents a more general extension of Haubitzer's 
formulation [14] to consider prescribed roll surface heat flux 
conditions that are at most linearly dependent on the roll 
surface temperature. The solution is then formulated for 
variable heat input at the roll surface and roll cooling with 
variable convective heat transfer coefficient. For this, the roll 
peak temperature is calculated for a variable roll gap heat 
source, which is obtained from a detailed roll gap analysis 
[16]. 

2 Problem Statement and Solution 

Under conditions similar to those listed in [15], the tem
perature, T(r,6) (relative to a reference temperature, Tr), 
within a rotating cylinder is described by 

1 d ( dT\ 1 d2T o> dT n 

-7Tr\rTr) + 7W-^Ye=0 (1) 

where o is the cylinder angular speed and ar the thermal 
diffusivity. 
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The center temperature (at r = 0) of the cylinder must be 
finite and the outer (cylindrical) surface boundary condition 
(Fig. 1(a)) is defined by 

dT(R,6) 
-K \ =-q(6)+h(e)[T(R,e)-Tc(6)] (2) 

or 
where kr is the thermal conductivity of the cylinder; q(6), the 
heat input distribution at the surface; h(6), the convective 
heat transfer coefficient; and Tc (6), the coolant temperature, 
relative to the reference temperature, Tr. 

The solution of equation (1), finite at the origin, is [14, 15] 

DATA USED IN NUMERICAL ILLUSTRATIONS 
ONVECTIVE HEAT TRANSFER 

COEFFICIENT, h(91 

\ 

^o y 

* - 10° 
t - 10° 
*• = iooc 

a i = loo 
k^(hoR) -

*r = 3.0 
r a . 3.o 

r^ 
e\ 

T(r,0) = 

B0 + 
H— 1 V L 

ber„ (a„f) 

ber„ (a„) 
cosind) — 

bei„(a„r) 

ber„(«„) 
sin(fl0) 

rber„(a„r) bei„(a„r) 
C" , . . _ , _ , sm(ng) + ——7—-cos(nd) ber„(a„) ber„ (A„ ) 

+ 

) (3) 

where T(r,d) = T(r,9)/(Q„/h0) is thecylinder temperature, 
nondimensionalized by the integrated heat input at the 
cylinder surface, Q0 = \2

0' q(B)dd, and a reference heat 
transfer coefficient, h0\ a„ = (noi/ar)'

AR; f = r/R; and 
ber„ (x) and bei„ (x) are Kelvin functions that are related to 
the Bessel function, /„ (x), by /„ (x exp [3iw/4]) = ber„ (x) + 
i bei„ (x), where i2 = - 1. 

HEAT INPUT, ql9) 

Fig. 1 Boundary conditions at the cylinder surface: (a) general; (b) 
uniform heat source and cooling (Patuia's formulation [15]); (c) actual 
rolling conditions 
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constants in equation (14) 
ni 
constants in equation (3) 
specific heat 
( 7 r - l ) / ( 7 , + D 
( 7 , - l ) / ( 7 , + l) 
terms defined in equations (19-21) 
convective heat transfer coefficient 
reference heat transfer coefficient 
integrals defined in equations (25-27) 
thermal conductivity 
modulus and phase form of the 
Kelvin functions (equations (10) and 
(11)) 
number of terms employed in the 
truncation of solution (3) 
heat input at the cylinder surface 
uniform heat input intensity in the 
roll gap 
heat input functions in the roll gap 
due to the heating components 
average frictional energy generated 
(per unit area) along the roll/scale 
layer interface 
total heat input in the roll gap 
integrated heat input in the roll gap 
due to the heating components 
average deformation energy (per unit 
volume) generated in the strip 
cylindrical coordinate system as 
shown in Fig. 1 
r/R 
cylinder radius 
dimensionless time parameter 
half-strip thickness 
cylinder temperature, relative to Tr 

t = nondimensionalized cylinder tem
perature, T/(Qo/h0) 

. (0) = coolant temperature, relative to Tr 

Tr = reference temperature 
Tro = roll center temperature 
Ts0 - mean strip temperature at the roll gap 

entry 
T = T —T 
\o * so ro 
TQ = nondimensionalized roll surface 

temperature at the roll gap exit 
T$p = nondimensionalized "plateau" or 

"local minimum" roll temperature 
(equation (14)) 

Greek Symbols 
a 

7r 
7s 
7 

5,7 
e 

e 

= thermal diffusivity 
= (Prkrcry

A/(Pckccc)
Vl 

= (PsksC^^/iPckcCc)* 
= ys/yr 
= angles given in Fig. 1 
= nondimensionalized scale layer 

thickness 
= modified scale layer thickness, 

Subscripts 

e ( t V a c ) ' / ! M i 2 / c O l / 2 

p = density 
</> = roll gap angle (Fig. 1) 
w = angular speed of cylinder 

c = scale layer 
d = due to deformation energy generated 

in the strip 
/ = due to friction energy generated at the 

roll/scale layer interface 
r = roll or cylinder 
S = strip 
/ = due to the temperature difference 

between the strip and the roll 
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The constants, B, and Ch may be determined by expanding 
the boundary condition (2) in Fourier series and are given by 
the following infinite set of coupled linear equations 

f2' 
h0 „ = i .?.[(••«.-£&)* 

COS(/J0) 00 + ( C„ ~ B„ — — I 
Jo h0 V ; b e r „ ( a „ ) / 
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h{8) 

sin( nB)dd\ = 1 + 
Qo 

,w = 0 (4) 
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Jo /)„ V b e r „ ( a „ ) / 

- ^ sin(«0)sin(m0) rf0 + - ~ - a 
Jo /!„ J h0R 
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ber„, (a,„) 

( * [q(8)+h(d)Tc(e)]sm(.me)de 

Qo 

(5) 

(6) m= 1,2,3, . . 

where ber^ (x) = — berm (*) , bei,;, (x) = — bei,„ (x). 

In obtaining a numerical solution of this set of equations, 
one must t runcate the Fourier series but retain sufficient terms 
to ensure the required accuracy of the approximate solution. 

3 Numerica l Resul ts and Appl i ca t ions 

A computer program (in Fort ran) has been written to solve 
the linear algebraic equations by Gauss elimination with 
scaled partial pivoting (algorithm due to Conte et al. [17]). In 
the evaluation of the coefficients, it is useful to note that , as 
a„(n>0) is normally large in the case of strip rolling, the 
Kelvin functions may be expanded asymptotically in modulus 
and phase form [18], and the ratios of the Kelvin functions 
can be expressed as follows 

b C i " W = t a n ( X J (7) 
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128x4 •°(?)} (10) 

and 

K 
x In 1 \ An1 

8V2x 

1 4n2 

+ 
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384V2V 

16x2 
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3.1 Uniform Heat Input Within the Roll Gap—a Study of 
The Solution Accuracy Near the Heated Region. The 
number of terms needed to obtain adequate accuracy near the 
heated region will be examined in this section. It is important 
to recognize that , if the heat input is over an angle <j> (the roll 
bite), the number of terms, N (the upper limit in the sum
mation sign of equation (3)), must be reasonably larger than 
27r/</> if any precision is to be obtained in the neighborhood of 
the heated region. 

It should be noted, however, that for regions away from the 
heated region, where the temperature gradients are not large, 
reasonable accuracy may be obtained with fewer terms (see 
section 3.4). 

For comparison purposes, the conditions specified in Fig. 2 
of [15] (see Fig. 1(b) of this paper) , namely 

q(Q) = 

h(B): 

-q0, O < 0 < 0 = 0.175 (10deg) 

0, </><0<2ir 

0, 0<6><<5 = 0.175 (10 deg) 

hQ, 5 < 0 < 7 = 1.75 (100 deg) 

J ) , 7 < 0 < 2 T T 

(12) 

(13) 

have been applied to the present solution. (The uniform 
coolant temperature and convective heat transfer coefficient 
in the cooling region have been taken as the references, Tr and 
h0, respectively.) The evaluation was performed for in
creasing numbers of terms and the results for the approximate 
nondimensionalized surface temperature at the end of the 
heating region (roll gap exit), which is normally the peak 
temperature in the roll, are shown by the dotted line in Fig. 2. 

A close examination of the truncated series for the tem
perature reveals that the temperature reaches a plateau at 
multiples of 36 terms: this coincides with the periods needed 
to describe the roll garj detail. It can be observed that these 
plateau temperatures , ftp, vary with the number of terms, N, 
in the manner shown by the dotted curve in Fig. 3. This curve 
is closely approximated by the equation 

f^p=Al-A2/(A3+N) (14) 

where Au A2, and A3 are constants. From this equation, it 
may be concluded that 

T^-Ai asN-<x> 

and that , in order to achieve a 1 percent accuracy, over 500 
terms need to be employed. Also, a 40-term solution, which is 
found to provide sufficient accuracy for regions away from 
the roll gap (see section 3.4), is predicted to underestimate the 
peak roll temperature by approximately 9 percent. 

3.2 Variable Heat Input Within the Roll Gap. Although 

5 8 0 / V o l . 106, AUGUST 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



{ J 

-V CALCULATED RESULTS 

q t ( t - 0) 

FITTED CURVES; T ^ p » *x - A 2 / ( A j + N) 

Fig. 2 Variation of the nondimensionalized surface temperature at the 
roll gap exit, f ( l, with the number of terms, N, employed 

the roll temperatures derived from a uniform heat input over 
the roll gap provide useful preliminary information, the fact 
that the heat input can be far from uniform should be taken 
into consideration. This is particularly important because the 
heating distribution will influence both roll peak temperatures 
and temperature gradients in the neighborhood of the roll gap 
and, therefore, the locally induced roll thermal stresses which 
affect roll life. 

Details of the heat transfer in the roll gap to the roll may be 
given [16] in terms of components (because the problem is 
linear) due to the temperature difference between the strip and 
the roll (q,{6)), plastic deformation energy generated in the 
strip (qd{6)), and friction energy generated at the roll/scale 
layer interface (qj(d)). The function q(8), of boundary 
condition (2), then becomes 

L 
t 

A2 

A3 

q Q 

-
1.44 
7 . 5 6 

2 0 . 6 

q t 

0 

1 .28 
5 . 3 4 

1 6 . 8 

q d 

0 

1 .58 
1 0 . 7 
2 1 . 8 

1 

2 . 0 8 
2 7 . 1 
1 4 . 8 

q f 

0 . 1 

1 .42 
7 . 7 4 

2 3 . 5 

^ i 
Fig. 3 Variation of the nondimensionalized "plateau" or "local 
minimum" surface temperature at the roll gap exit, f^p, with the 
number of terms, N, employed 

2tx Tm \ar/ 

AkrTm Qs{t\/as) ks yr 
Fd = 

and 

tx PscsTm kr (7, + l)(7, + l) 
(<of?/aJ-

Fr = 
krTro txqF ks 7r 

(20) 

(21) 

q(0) = 
[q,(6)+qdm+qf{6)], O < 0 < 0 , 

f, ksTm kr 7 r + l 

Here yr= (prkrcr)'
A/(pckccc)

Yl, ys = (pskscs)
 Vl / (pc 

kccc)",A=(yr - D / ( 7 , + !)> h = ( 7 , - l ) / ( 7 , + 1). 
T0 = Tso - Tro ,b„=ne,ande = e( us/ac)

 Vl (wt\/as)
 Yl. 

When e = 0, equations (16) to (18) reduce to 

P. 
These heat components, which were expressed in terms of the 
dimensionless time parameter t in [16], may be written in 
terms of the angular position 9 (using d = w(tx

2/as) t) as 
follows 

00 C 

qt(e)=Fle-y> ]£ (A/iHr'erfc^fl-*) 
« = 0 L 

+/2r1erfc(7>„+ 1r ' / 2)]] (16) 

qd(0) =Fd6» £ [u-J2)"ierfc(b„+yie-'A)} ( " ) 
/j = 0 

•7/(0) =Ff L f( / i /2)"[erfc(6^- , / ' ) 
n=0 V-

-/2erfc(6„ + 1 r l / ! ) ] ) (18) 

4><6<2-K (15) g ( f l ) = F f l - v 4 ( 7 + 1 ) C _ T L V - i e r f c ( 0 ) 
^ 7+ 1 ' 

g r f ( e )^/ z^ ( T '+ 1 ) ( T-+ 1 )(4i) i e r f^ 
7 \ 7 + l / 

(22) 

(23) 

(24) 

where 

. / ( e ) = / v ( ^ t l ) ( ^ I ) e r f c ( 0 ) 

where 7 = 7 s / 7 r . 
In the foregoing expressions, suffixes r, s, and c refer to 

roll, strip, and scale layer variables, respectively. Tro is the 
roll core temperature; Tso, the mean strip temperature at the 
roll gap entry; 2/ , , the strip thickness at the roll gap entry; e, 
the scale layer thickness, nondimensionalized by tx; Qs, the 
average deformation energy (per unit volume) generated in 
the strip; and qF, the average frictional energy generated (per 
unit area) along the roll/scale layer interface. 

The resulting integrals for q(d) on the right-hand side of 
equations (5) and (6) have forms that are, respectively, the 
real and imaginary parts of the following integrals 

Journal of Heat Transfer AUGUST 1984, Vol. 106/581 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



q„ (6 ) 

1 \ ' 

1 

1 1 

\ . e= 0 

_ _ L _ _ L _ 

1 1 

P-1 0.2 

l.d 
i i 

1 

0 .5 

... / 
1 

1 

1 

1 

" 

1 

q,.(8) 

35 

3G 

25 

20 

15 

10 

5 

A\ 

7 ' 
_ V 

1 
N-

\ ' 

V 

1 

1 
•300 

200 

1 ^dOO 

1 

1 1 

50 

1 1 -

1 

1 

1 

e = 

20 

1 -. 

1 

0 

1 

1 

-
-

1 

ANGLE (DEC) 

(a) 
ANGLE (DEG.) 

q F <e> 

0 . 8 

0 . 6 

0 . 4 

0 . 2 

NT\I I 

1 1 

- 1 1 / 1 1 
t = 1.0 0 .1 

/ 
/ 

.01 

. .. 1 1 1 U 

1 1 1 
.05 

-V = 
/ 

0 

-

1 1 1 

.35 

.30 

.25 

• .20 

.15 

.10 

.05 

0.6 

0.4 

0.2 

_ 
-
-

1 1 1 

E « 0 

1 1 - 1 

1 1 1 "'" 

50 ^ ^ _ 

^^^V ^ N - 20 

1 1 1 

1 
100 

1 

1 1 

" \ 2 0 0 ' \ 

3 0 C \ 

1 1 

vr 

-

4 5 6 

ANGLE (DEG.) 

7 8 9 10 

300 

-

~ 

1 1 1 
,200 100 

t = 0.1 

I I I 

I I I I 

50 

/ 
N - 20 

I I I . I 

I I 

^ 

I. I 

ANGLE (DEG.) 

<c) 
ANGLE (DEG.) 

Fig. 4 Variation of heat transfer distribution in the roll gap with 
modified scale layer thickness, i, due to (a) a roll/strip temperature 
difference; (b) deformation energy; (c) friction energy 

/ , = [ 9 - Yl i ~' erfc(w6>" v> )el"">dd 

erfc^e-'-'Oe" 

6'/'ierMuO~'/2)ei'"ecld 

(25) 

(26) 

(27) 

where u is a function independent of 6, and erfc(z) is the 
complementary error function (see, for example, [18]). The 
results of these integrations are given in the Appendix. 

The heat transfer distributions within the roll gap (</> = 0.175 
rad) due to each heat transfer component for various 
modified scale layer thicknesses, e, are shown in Fig. 4. As an 
illustration, truncated Fourier expansions for typical heat 
transfer distributions (<?, (0) and qd(6), both with 6 = 0, and 
qf{6) with 6 = 0.1) are shown in Fig. 5, from which it is clear 
that many terms, in solution (3), will be required to achieve 
sufficient accuracy in the heating region. 

With the same cooling conditions considered previously, 
the truncated series for roll surface temperature at the roll gap 
exit for each heat transfer component, using typical e values, 
is plotted in Fig. 2 against the number of terms, N, employed 
in the series solution. Apart from deformation heating, for 
which there is a monotonic increase with N, the other com
ponents show oscillatory behavior with increasing N, 
although each of them apparently approaches a certain limit 
as Af becomes large. (Although the reason for the 

Fig. 5 Truncated Fourier approximation of the heating components 
( I t (#)< Id W and <jf (6) over an angle of 10 deg) in the roll gap region for 
varying number of terms, N 

nonoscillatory behavior of qd with N (cf. that of q, and qf) is 
not certain, it is believed that the phenomenon arises from the 
Fourier series representation of these functions which have 
different forms: as shown in Fig. 5, q, and qf are 
monotonically decreasing while qd is monotonically in
creasing.) The oscillations with increasing number of terms 
have, at multiples of 36 terms, local minima which again, as 
shown in Fig. 3, have the form of equation (14). From these 
results, it may be predicted that, to come within 1 percent of 
the calculated asymptotes, 400, 650, 1300, and 520 terms are 
required for q, (e = 0), qd{e = 0), qd(e=l), and <7/{e = 0.1), 
respectively. It is also noted that the surface temperature at 
the roll gap exit is higher due to qd, and lower due to q, and 
qf, compared to a uniform heat input q0. This will be 
elaborated further in the next section. 

3.3 Effects of a Scale Layer. The presence of a strip scale 
layer (which occurs in hot rolling) alters the heat transfer 
distributions in the roll gap, as shown in Fig. 4. The com
ponents of the total heat transfer in the roll gap, Q,, Qf, and 
Qd, which are found by integration of the respective 
distributions, are plotted against e in Fig. 6. Reference [16] 
may be consulted for physical reasoning of the scale layer 
effect. Suffice it to say that the change in heat transfer 
distribution and overall heat transfer due to the presence of a 
scale layer will alter the temperature distribution in the roll 
gap. The roll temperature at some typical positions is studied 
below. 

With the error estimation process already described and the 
same boundary conditions, the nondimensionalized surface 
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Fig. 6 Variations of the integrated heating components (Qt, Qd, Qf) 
and temperature difference across the roll gap surface (AT(, ATd, ATf) 
with the modified scale layer thickness, I 

It is interesting to observe that the nondimensionalized exit 
temperature due to the deformation heating, qd, is always 
higher than that predicted from the equivalent uniform heat 
input, q0, the deviations ranging from 9 percent (at e = 0) to 
43 percent (at e = l ) . For q,, the exit temperature is always 
lower, the deviations ranging from 8 percent (at e = 0.2) to 11 
percent (at e = 0 and 1), and for qf, the deviations are 
generally small, reaching a maximum of 1 percent at e»0 .1 . 
Similar observations were found at the roll gap entry, with the 
nondimensionalized temperature due to qd being generally 
lower than that predicted from q0, the deviations ranging 
from 6 percent (at e = 0) to 9 percent (at e= 1). For q, and qf, 
the entry temperature is generally higher: the deviations range 
from 27 percent (at e~0.15) to 53 percent (at e = 0 and 1) for 
q,, and have a maximum of 1 percent at e = 0.1 for qf. 

The actual roll temperatures may be derived from their 
nondimensionalized values using the total heat transfer 
components shown in Fig. 6, and it is straightforward to show 
that the roll gap exit temperature will be a maximum, when 
the scale layer is absent for q, and qd, and when the scale layer 
becomes very thick for qj. 

The temperature differences across the roll gap surface, 
AT,, ATd, and ATf, give a fair indication of the average 
temperature gradient in the roll gap. These, calculated from 
the entry and exit temperatures (Fig. 7) and the overall heat 
transfer (Fig. 6), are plotted in Fig. 6. 

0.1 0.2 0.3 0.< 0.5 0.6 0.7 0.8 0.9 1.0 

Fig. 7 Variations of the nondimensionalized temperature, f, at the 
surface of the roll gap entry and exit (solid lines) and the roll center 
(dotted lines) with the modified scale layer thickness, i 

temperature at the roll gap entry and exit were calculated and 
plotted against e in Fig. 7 (solid lines). It can be seen that, for 
q,, the exit temperature reaches a peak at 6 = 0.2; for qd, 
increases linearly with e; and for qf, remains relatively 
constant. The entry temperature, however, drops to a 
minimum at e = 0.15 for q,, and remains fairly constant for 
both qd and qf. 

3.4 Temperature Outside the Roll Gap Region. While the 
precise shape of the heat input distribution governs the roll 
temperatures in the roll gap region, its effect on the tem
perature distribution away from the roll gap should be 
minimal, provided that the cooling conditions and the total 
heat input are the same. 

The roll core temperatures for the various heating 
distributions were calculated and plotted against e in Fig. 7 
(dotted lines). The results show only a weak dependence on e, 
and there is little variation from one to the other: compared 
with that predicted from q0, the roll core temperature is 
around 1 percent higher for qt, 1 to 4 percent lower for qd 

and, for qf, the difference is insignificant. 
The nondimensionalized surface temperatures (calculated 

with the error estimation process already described), for the 
various heat input functions, are compared with those 
predicted from uniform heating in Table 1, based on the same 
boundary conditions used previously (Fig. 1). This illustration 
indicates that for surface angular positions beyond the roll 
gap angle the deviations are, indeed, small. Thus no 
significant loss of accuracy of the roll temperature 
distribution away from the roll gap region occurs with the use 
of the uniform heat input distribution approximation if the 
intensity is set equal to the integrated average of the actual 
heat input function. 

Further, for regions outside the roll gap, there are no highly 
localized effects (in the example of this paper, cooling is over 
90 deg, and insulation over 260 deg, compared to heat input 
over 10 deg in the roll gap), and fewer terms will be needed to 
determine the accurate temperature distribution in these 
regions. Table 2 shows the deviations of the temperatures, 
calculated with only 36 terms, from the predicted asymptotic 
temperatures for the various heat components. Again the 
deviations are all small for surface angular positions away 
from the roll gap. (It is interesting to note that the deviations 
at 6= 100 deg are higher than their surrounding values, due to 
the overshoot of the truncated Fourier series at the end of the 
cooling region.) It is therefore concluded that the 36-term 
truncated solution will provide reasonable accuracy in 
describing the roll temperature distribution outside the roll 
gap region. 
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Table 1 Comparison of surface temperature (7), for various heating components (qt, qd, 
qf), with a uniform heat input (q„) 

Angle, 
e 

0 
10 
20 
40 
80 

100 
120 
160 
240 
280 
320 
350 

T 

0.629 
1.438 
0.835 
0.649 
0.517 
0.482 
0.560 
0.583 
0.597 
0.599 
0.599 
0.603 

Qt 

e = 0 

53.3 
-14 .7 
- 0 . 9 

0.6 
1.2 
1.2 
1.3 
1.4 
1.5 
1.5 
1.5 
1.8 

AT/Tqo 

6 = 0.1 

7.3 
- 7 . 7 
- 0 . 7 
- 0 . 6 
- 0 . 3 

1.8 
- 0 . 3 
- 0 . 2 

0.1 
0.3 
0.7 
3.4 

(%) 

£ = 0 

- 6 . 2 
9.5 
0.5 

- 0 . 5 
- 0 . 8 
- 0 . 8 
- 0 . 9 
- 0 . 9 
- 1 . 0 
- 1 . 0 
- 1 . 0 
- 0 . 9 

Qd 

i=l 

- 8 . 7 
43.5 

3.4 
- 2 . 3 
- 3 . 1 
- 3 . 1 
- 3 . 4 
- 3 . 4 
- 3 . 6 
- 3 . 7 
- 3 . 9 
- 2 . 9 

Qf 
e = 0.1 

1.0 
- 1 . 4 
- 0 . 1 
- 0 . 1 

0.1 
0.1 
0.2 
0.2 
0.2 
0.2 
0.2 
0.2 

roll gap 

cooling 

'insulated" 

Table 2 Comparison of surface temperatures (7), for various heating components (q0, q,, 
qd, q/> using a 36-term truncated solution, with the predicted asymptotic solution 

Angle, 

e 

0 
10 
20 
40 
80 

100 
120 
160 
240 
280 
320 
350 

Qo 

15.2 
- 9 . 1 

0.6 
0.2 
0.1 
2.1 

- 0 . 2 
- 0 . 2 
- 0 . 2 
- 0 . 2 
- 0 . 1 

0.6 

A AT (36-term)/ T (asymptote) (%) 

Qt 

e = 0 

- 1 . 2 
- 7 . 7 
- 1 . 3 
- 0 . 9 
- 0 . 4 

1.8 
- 0 . 3 
- 0 . 1 

0.2 
0.5 
1.2 
4.6 

e = 0.1 

7.3 
- 7 . 7 
- 0 . 7 
- 0 . 6 
- 0 . 3 

1.8 
- 0 . 3 
- 0 . 2 

0.1 
0.3 
0.7 
3.4 

Qd 

e = 0 

5.5 
-14.8 

1.7 
0.9 
0.6 
2.4 
0.1 

- 0 . 0 
- 0 . 2 
-0.4 
- 0 . 7 
- 1 . 8 

e = l 

- 6 . 6 
-24.9 
- 0 . 1 

1.9 
1.5 
3.4 
0.9 
0.7 
0.5 
0.3 
0.0 

- 3 . 2 

Qf 
e = 0.1 

17.4 
- 8 . 9 

0.4 
0.0 
0.0 
2.0 

- 0 . 2 
- 0 . 2 
- 0 . 1 
- 0 . 2 

0.0 
1.1 

i 
roll gap 

cooling 

'insulated' 

4 Concluding Remarks 

A series solution for the two-dimensional steady-state 
temperature distribution in a rotating cylinder, subject to 
surface heat flux conditions that depend at most on linear 
functions of the surface temperature, has been used to 
examine the roll heating effects during strip rolling. The large 
number of terms required to represent the temperature 
distribution in the heating region has been discussed and, with 
error estimation methods, accurate predictions of the peak 
roll temperature have been made. Failure to use sufficient 
terms or to represent the nonuniform distribution of heat 
input over the heating region is shown to lead to significant 
errors in peak roll temperature estimates. 

While the present approach is suitable for temperature 
predictions in the cooling region, it is unrealistic to apply this 
model to study the temperature distribution within the heating 
region due to the large number of terms required to achieve 
sufficient accuracy. (The error estimation process, described 
in this paper, requires an excessive number of terms to be 
retained in the Fourier series if finer detail of the temperatures 
is required within the roll gap region.) Accurate prediction of 
the temperatures in the heating region may be obtained from 
the solution given in [16], with correction terms added in 
localized regions around the leading and trailing edges of the 
heat source, to account for heat transfer in the cir
cumferential direction. This problem is currently being in
vestigated. 

While the formulation of this paper has been sufficiently 
general to allow for a variable convective cooling heat 
transfer coefficient around the roll periphery, the results of 

these applications have been omitted in this paper for the sake 
of brevity. 
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A P P E N D I X 

The integrals, Ilt I2, and I3, defined below, may be in
tegrated and separated into real and imaginary parts using the 
properties given in [18]: 

7, = [ 6 - Vl i -' erfc(w0 - Yl )eimedd 

\cos(^/2mu + — ){ER(xuy)-\} 

smyj2mu + — \E,(xi,y) 

|^os(V2w«- — ){ER(x2,y) + \\ 

+ sin(V2w«—— JE,(x2,y) 

+ i\e~^m" cosH2mu + — jE,{xl,y) 

+ sm(^2mu + -^ ) [ER (x, ,y)- 1)] 
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= p- -Jlmu 

+ ev 

+ ev 
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+ sm(rJ2mu)Ej{x2,y)] 

+ i\e~^nu[cos{-j2mu)EI {xx ,y) 

+ sin^2mu){ER(xi,y)-l}] 

- e^2mu [cos(V2/w«) E, (x2 ,y) 

-sm(j2mu)[ER(x2,y)+\}]j^ 

xi = -{Vim4>)Vl+u^-'/l 

x2= -{Vim^>)Vl-u<j>-'A 

and 

y = (Vtm<j>)'A 

Here ER (x,y) and E, (x,y) are the real and imaginary parts of 
txi{x+iy) and may be expressed in series form [18], and Re(z) 
and Im(z) are the real and imaginary parts of z, respectively. 
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Optimization of Finned Ducts in 
Laminar Flow 
A simple necessary condition of optimality for a finned heat exchanger duct in 
laminar flow is derived. The criterion of optimality is maximum heat transfer from 
the fin per unit cost of the finned duct. The heat transfer is determined by the 
conjugate convection-conduction process rather than by the assumption of a given 
heat transfer coefficient on the fin surface. Both forced and natural convection are 
considered. Expressions comparing the performance of optimal assemblies of 
different materials are given. Approximate dimensions of optimal fins are derived. 
The relations between the present and earlier results are discussed. 

Introduction 
The development of heat exchanger with optimal per

formance started with Schmidt's [1] concept of the optimal 
fin. The theory has been developed since to determine the 
optimal profiles with extended heat transfer area for either 
convective or radiative heat transfer [2, 3]. 

The criterion of optimality was initially minimum mass of 
the extended heat transfer structure (fin, spike or other). 
Lately, the consideration has been expanded to include flow 
characteristics or general thermodynamic performance in
dicators, such as losses due to friction or the rate of entropy 
production [4]. A summary of the state-of-the-art is presented 
by Shah [5]. 

Optimal distribution of heat conducting material in radiant 
energy collecting finned pipes has been studied by the present 
author [6], the consideration including the cost of both the 
pipes and the fins. Linear heat transfer with a heat transfer 
coefficient uniform over the fin was assumed. 

The assumption of uniformity of the heat transfer coef
ficient has been experimentally tested by Ghai and Jakob [7], 
and Stachiewicz [8]; the results indicate wide departures from 
uniformity in arrays of parallel fins. 

Recent numerical analysis, reported by Sparrow et al. [9], 
Sparrow and Acharya [10], and Sparrow and Chyu [11], 
confirm that the heat transfer coefficient is not distributed 
uniformly on the surface of a fin in shrouded fin arrays and in 
single fins cooled by natural or forced convection with the 
fluid flow parallel and opposite to the heat flow. 

The present author [12] reported a simple result of the 
optimal design theory for finned duct assemblies that is valid 
for thin straight fins regardless of nonuniformity of the heat 
transfer coefficient. The finding is subject to the assumption 
that the distribution of the heat transfer coefficient along the 
height of the fin is independent of the scale of the assemblies. 
This assumption, while less restrictive than that of uniform 
heat transfer, may not be sufficiently approximate for certain 
situations of technical importance. In particular, natural 
convection heat transfer and heat transfer in developing 
boundary layer flow is known to be strongly scale-dependent. 

Even quite simple cases of heat transfer in natural- or 
forced-convection boundary layer flow are not amenable to 
analytical solution; however, the governing equations stated 
in recent works [10, 11] do enable an analytical approach to 
the problem of optimal design. It will be shown that, by 
analysis of the governing equations of some heat transfer 
problems, a necessary condition of optimality may be ob
tained even if the process of numerical solution is not carried 
out. By consequence, optimal design may be approached in 
those problems on the basis of the small amount of relatively 

accessible information. Due to a partial similarity of the 
governing equations, it will be possible to consider two 
problems of optimal design side by side. These are: 

(a) Vertical fin of uniform thickness in natural convection 
boundary layer flow 

(b) Fin of uniform thickness in forced convection laminar 
boundary layer flow 

In both instances, the heat within the fin and the fluid 
outside are flowing in opposite directions. The problem 
formulation is adopted from [10] for the natural convection 
case and from [11] for the forced convection case. The same 
method of analysis will be applied to both problems, and 
following the partial similarity of the governing equations, 
the results obtained will differ only in some numerical factors. 
Both results will be compared with earlier findings [12] ap
plicable to a fully developed flow along longitudinal fins. 

The Thermal Problem 

Consider the field of velocity and temperature in the half-
space Y>0 filled partly by one-half of a thin plate fin, the 
remainder by a Newtonian fluid, Fig. 1. The fin is connected 
at one end {X = 1) to a source of heat. Following Sparrow 
and Acharya [10], the hydrodynamic effects associated with 
the fin root geometry have been neglected; this restricts the 
validity of the following results to fins whose height L is large 
compared to the boundary layer thickness at the root. 

The fluid in the free stream is moved at a given uniform 
velocity in the x-direction, or, alternatively, with the fin 
vertical, the whole fluid is subject to buoyancy forces in a 
natural convection mode. The flow is laminar and steady. 

The temperature and its gradient are continuous in the field 
and satisfy energy conservation. In the fin, the temperature 
field is approximated by the one-dimensional heat flow 
equation, with the outflux proportional to the normal tem
perature gradient in the adjacent field. Thus, in the fin, using 
the dimensionless coordinates defined in the Nomenclature, 

cPe/dX2 = -Ncc (d6/dY)s (1) 

where the subscript s denotes the fin surface. 
In the fluid, energy conservation is represented by 

U(d6/dX) + V(d6/dY) =Pv'](d2e/dY2) (2) 

whereas mass and momentum conservation in the fluid leads 
to 

dU/dX+dV/dY=0 

U(dU/dX) + V(dU/dY) =d2U/dY2 

(3) 

(4) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 1, 
1983. 

Equations (1-3) hold for both natural and forced con
vection, equation (4) must be modified for natural convection 
by the inclusion of the buoyancy force given, in the adopted 
variables, by the dimensionless temperature 6 

586 /Vol. 106, AUGUST 1984 Transactions of the ASME 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



&- \/ 

Fig. 1 Plate fin 

U(dU/dX) + V{dU/dY)=6 + d2U/dY2 (5) 

The boundary conditions for temperature are, at the fin 
root (X = 1, Y = 0) 6 = 1, and at the fin tip (X = 0, Y = 0) 
dd/dX = 0; in the fluid, in addition to the continuity men
tioned before, 6—0 as Y^oo. 

The velocity components U, V are both equal to zero on the 
fin surface; in the undisturbed fluid, U = 1 in the forced 
convection case, whereas U = 0 in natural convection. 

Equations (1-3) and either (4) or (5) with the appropriate 
boundary conditions determine the dependent variables 6, U, 
V in terms of the independent variables X, Y and the two 
parameters of the problem, Ncc and Pr. 

The total rate of heat transfer from both sides of the fin per 
unit length of the fin base is given by 

Q=-2k\Q (dT/dy)sdx 

By substitution of dimensionless variables, 

where 

Q = 2k(T0-T<x)Mz 

•[ (dd/dY)sdX. 

(6) 

(7) 

(8) 

The integral in equation (8) is a function of Ncc and Pr 
only. 
While the functional relation between z and its two deter
mining dimensionless parameters remains unknown in 
general, some properties of optimal finned ducts can 
nevertheless be obtained, as shown in the following. 

Economic Problem 

As in [12], the performance index will be defined by the 
heat transferred by the fin per unit cost of the finned duct 
assembly 

J=Q/C (9) 

A necessary condition for the maximum of J is the 
simultaneous vanishing of its partial derivatives with respect 
to the free variables. If these are the fin height L and half-
thickness /, then the differentiation of equation (9) leads to 

W dQ _ W dC 
(10) 

where W stands for L or t. 
The simultaneous equations expressed by equation (10) can be 
formed in terms of the parameters M and Ncc of Q as 

N o m e n c l a t u r e 

A = fin cross-sectional area, 2Lt, 
m2 

C = cost of assembly per unit 
length of duct, dollars/m 

c0 = cost per unit length of duct, 
dollars/m 

cx = cost per unit volume of fin, 
dollars/m3 

Gr = Grashof number, g/3 (T0 -
T^V"/v2, dimensionless 

g = acceleration of gravity, m/s2 

h = average heat transfer coef
ficient, W/m2 K 

/ = performance index 
k = fluid thermal conductivity, 

W/mK 
kf = fin thermal conductivity, 

W/mK 
L = fin height, m 

M = dimensionless flow parameter, 
Re1/2 in forced convection, 
Gr1/4 in natural convection 

Nrr = 

Pr = 

Q = 

Re = 

T = 
T0 = 
Ta = 

/ = 
U = 

conduction-convection para
meter, (kL/kft)M, dimen
sionless 
Prandtl number, dimen
sionless 
heat transfer parameter 
defined in equations (31) and 
(41), dimensionless 
total rate of heat transfer per 
unit length of fin base, W/m 
Reynolds number, u„L/v, 
dimensionless 
temperature, K 
fin base temperature, K 
temperature of undisturbed 
fluid,K 
fin half-thickness, m 
dimensionless velocity 
component, u/u„ in forced 
convection, u/[gp (T0 ~ 
T„)L]W1 in natural con
vection 

V 

u,v 
X 
Y 

x,y 
z 

Z 

0 

e 
V 

= dimensionless velocity 
component, vL/vReU2 in 
forced convection, v/[g(3 (T0 

- T„)v2/L],M in natural 
convection 

= velocity components, m/s 
= dimensionless coordinate, x/L 
= dimensionless coordinate, 

{y/L)M 
= Cartesian coordinates, m 
= heat transfer parameter 

defined by equation (8), 
dimensionless 

= heat transfer parameter 
defined by equation (15), 
dimensionless 

= thermal expansion coefficient, 
volumetric, °C _ 1 

= dimensionless temperature, (T 
- TX)/(T0 - T„) 

= kinematic viscosity, m 2 /s 
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L 

M 

t 

M 

dM 

dL 

dM 

dt 

L 

Na 

t 

Nrr 

( 

( 

dNcc 

dL 

dNcc 

dt 

z 

dz 
dNrc 

L dC 

c 

t 

dL 

dC 

dt 

(11) 

The elements of the 2 by 2 matrix are all known simple 
functions of L and t; values of elements of the right-hand side 
2 x 1 matrix can be obtained from the definition of the cost 
C. Thus, if the function z(Ncc, Pr) is known, optimal 
dimensions L and t are obtained by solving the algebraic 
equation (11). However, z is not known in general; its 
elimination from equation (11) results in a relation between L 
and t which is a necessary condition of optimality. Such 
relations will be obtained for the cases of natural and forced 
convection in laminar boundary layer flow for a simple cost 
model. 

Simple Cost Model 

The cost of the finned duct will depend on its size. The 
cross-sectional area of the fin will be adopted as an index of 
its size and the cost of the finned duct is then expressed by 

C=cQ+c{A (12) 

If the cost is proportional to mass, this equation is exact; if 
the cost is a smooth function of mass, equation (12) is valid at 
least as a first-order approximation in the neighborhood of 
the optimal point. 
In the plate fin case treated here 

A=2Lt (13) 

and both elements of the right-hand side of (11) are c^AIC 
In the case of natural convection, differentiation of the 

expressions for M and Ncc, as defined in the Nomenclature 
gives, by substitution into (11) 

3/4 7/4 

0 - 1 

where 

2 = 

1 

Z 

Ncc dz 

CiA/C 

L cxA/C 

Z dNc. 

Elimination of Z leads to 

ctA = 3/8c0 

(14) 

(15) 

(16) 

as a necessary condition of optimality. 
If the constants c0, c, are interpreted as the cost per unit 

length of duct and per unit volume of fin, respectively, 
condition (16) can be expressed as: the cost of optimal fin 
equals three eighths of the cost of the attached duct. 

In the case of forced convection, the 2 x 2 matrix in 
equation (11) is, by reference to the Nomenclature 

1/2 3/2 

. 0 - 1 _ 

and the same process leads to 

c,/4 = l/4c0 

with analogous interpretation. 

(17) 

(18) 

From equations (14, 16), it is evident that Z is a constant for 
all optimal fins in natural convection; substitution of the 
matrix (17) into equation (14) proves the same in the case of 
forced convection. Thus we have 

Z = - 7 (19) 

where y = 1/5 in forced convection and y = 3/11 in natural 
convection. 

Equation (15) defines Z as dependent on z and Ncc; z in turn 
is defined by equation (8) as a functional of d. The dimen-
sionless temperature 8 is determined by the appropriate subset 
of equations (1-5) and their boundary conditions. The only 
parameters in this relationship are Ncc, Pr and the constant 7 
of equation (19). For a constant Pr, equation (19) is 
equivalent to the ordinary differential equation 

Ncc dz 

and, consequently, in the plane (z, Ncc) the optimal point lies 
on the line given by integration of equation (20) as 

Z=DNa (21) 

where D is the constant of integration, depending on bound
ary conditions. Since these are identical for all instances of 
each type of flow (forced or natural), D may have at most two 
values, one for each type. As noted in connection with 
equation (8), z is a function of Ncc and Pr alone, the 
dependence of X being eliminated by integration. Thus it 
follows from equation (21) that for any given Pr, A .̂c is a 
constant of optimal design, having a fixed value for each type 
of flow (forced or natural). 

Comparison of Materials 

On the basis of results obtained so far, it is possible to make 
comparisons of dimensions and performance of optimal 
finned ducts of various materials. Consider two alternative 
finned ducts, the subscripts A, B denoting parameters of the 
two materials. As shown in the foregoing discussion, their Ncc 

parameters are equal, provided the Pr of their surrounding 
fluid is the same. 

From the definition of Ncc, after substitution for t from the 
cost equations (16) or (18) and (13) it follows that for optimal 
fins 

L2
AMAIL1

 BMB -clBc0A kjA /clA c0BkfB (22) 

which gives the ratio of their lengths after substitution for M 

LAILB — (ciBc0AkfA/clAc0BkfB) (23) 

where 5, 2/5 in forced convection and 5, = 4/11 in the 
natural convection case. 

Given the same temperature difference (T0 - T^) and 
observing that for equal Pr and Ncc, the function z has the 
same value for the different materials, the ratio of total heat 
transferred is, from (7) 

QA/QB = (clBcOAkfA/clAcOBk/B)52 (24) 

where <52 = 1/5 in forced convection and 82 = 3/11 in natural 
convection. 

At optimality, the total cost of finned ducts is proportional 
to the c0 cost factor, as evident from equations (16) and (18); 
therefore, the heat fluxes per unit cost of two optimal systems 
using materials A and B are related by 

JAUB= (clBk/A/clAk/B)S2(c0B/c0r)^'-^ (25) 

Performance of fins of different materials attached to the 
same duct (c0A = c0B) is compared by 

JA/JB=(c\BkfA/C\AkfB) (26) 

If the cost factors c0 and cx of equation (12) are interpreted 
as weight per unit length of duct and weight per unit volume 
of fin material, respectively, then results obtained so far 
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pertain to a finned duct of minimum weight. Thus, for in
stance, an aluminium fin of minimum weight for a given steel 
tube, by equation (16) or (18), weighs the same as optimal 
copper fin and following equation (23) is longer by 

LA/LB= (clBkjA/C\AkjB) (27) 

or 26.6 percent in forced convection, if the densities are 2675 
and 8795 kg/m3 and conductivities 211 and 385 W/mK for Al 
and Cu, respectively. Their performance index ratio is 1.125, 
or 12.5 percent higher for Al. In natural convection, the 
advantage of Al in heat flux is 28.7 percent at optimal design. 

Two finned ducts optimized for minimum mass (C) = 
density) and using one material for both fin and duct (c0 

proportional to ct) compare as 

JA/JB=(clB/clA)(kfA/kfB)h (28) 

The results of this section are exact in the sense that in their 
derivation, no assumption was used in addition to those made 
in the formulation of equations (1-5). 

All results so far follow from the conclusion that Ncc is 
constant for all optimal fins. In subsequent sections, the value 
of the optimal Ncc will be found by analysis of published 
numerical solutions. This will lead to full determination of 
dimensions of optimal fins. 

Approximate Solution for Forced Convection Flow 

Among the results reported in [11] is the finding that a 
"near perfect agreement" exists between the overall rate of 
fin heat transfer in the solution of equations (1-4) and that 
obtained from a simple model. The simple model is 
characterized by a uniform heat transfer coefficient given at 
Pr = 0.7 by 

/i = 0.5854A:Re1/2/L (29) 

The agreement exists in spite of the highly nonuniform local 
heat transfer arising from equations (1-4). 

Using this coincidence, equation (11) can be solved for both 
t and L, proceeding as follows: 

Conventional plate fin theory as interpreted in [11] for the 
present case leads to fin efficiency rj = (1.307//VCC

1/2) tanh 
(0.5854 Ncc)'

/2; this is equivalent in the present Nomenclature 
to 

z = 0.5854/7->tanh/7 (30) 

where 

p = (0.5854Afcc)
 2 (31) 

Equation (19) in its forced convection form implies that 

but from equation (30) 

dz/zdp =~p~i+ 2/sinh 2/7 (33) 

consequently, in view of equation (31) 

Ncc dz 1 
^ r = - * V - 2P/S[nh W 04) 

Z oNcc 2 
Equating the right-hand side of the above to - 1 / 5 , as in 
equation (32), leads to the equation for optimal/? 

2/?/sinh2/7 = 3/5 (35) 

with the root/7 = 0.919296. 
The corresponding optimal Ncc, from equation (31), is 

iV«. = 1.44 (36) 

This defines the relation between L and t at optimum, by 
reference to the definition of Ncc in the Nomenclature. A 
further condition for L and t arises from equation (13) in 
combination with the optimality equation (18). 

Combining the two equations with equation (36) gives 

L = 0.504[c0k/i>
,/2/c]ku^2]2/5 (37) 

The corresponding optimal heat transfer rate Q and per
formance index J are easily obtained from equations (30), (7), 
and (9). 

The half-thickness t follows from equation (18), with A = 
2Lt. The proportions of optimal fins in forced convection 
arise from the value of optimal Ncc = 1.44 and equation (18); 
the result is 

t/L = 0A92(c0/cl)
W5(k/k/)*

/5(ua,/v)2/5 (38) 

All conclusions in this section depend on the value of Pr, 
assumed to be 0.7. Thus they apply to most gases, in par
ticular to air, H2, He, but not, for instance, to ammonia, 
steam, and liquids where the Prandtl number is substantially 
different from 0.7. 

Approximate Solution for Natural Convection 

Numerical results reported in [10] indicate that "good 
agreement does prevail" between the values of total heat 
transfer rate obtained by evaluating equations (1), (2), (3), 
and (5) and the corresponding values obtained by analytical 
solution of a simpler problem characterized by uniform heat 
transfer coefficient on the fin surface. The value of the heat 
transfer coefficient giving the good agreement is h = (0.4709 
k/L)Gr1/4 for Pr = 0.7. The corresponding total heat 
transfer rate satisfies, according to [10] 

Q/k( T0 - Tao)GriM = (1,372/Ar^/2)tanh/7 (39) 

which corresponds to 

z = 0.4707/7-' tanh p (40) 

where 

p = (0.4709 NCC)U2 (41) 

A procedure analogous to the one followed in the preceding 
section gives, as a condition for optimal value of p 

2/7/sinh 2/7 = 5/11 (42) 

with the root 

p= 1.1709 (43) 

and consequently the optimal value of 

Ar« = 2.91. (44) 

Substituting for Ncc from the Nomenclature and using 
equations (16) and (13) yields the optimal height as 

L = 0.802(c0k//c1k)m,[gH(T0-Ta)p~2rwu (45) 

The optimal value of z corresponding to the p of equation (43) 
is, in view of equation (40) 

z = 0.332 (46) 

The total heat transfer rate is then, by equation (7) 

Q = 0.562[k*g
2pv-HT0-Ta.)

l\c0kf/clk)i]mi (47> 

and the heat transfer rate per unit cost of the fin and duct 
assembly 

/ = 0 . 4 0 9 p / c 0 ) V 2 / 3 2 " ~ 4 ( 7 ' o - 7 ' » ) 1 3 ( V c i ) 3 ] 1 / " (48> 
As in the preceding section, all results are approximate and 
restricted in application to fluids of Pr = 0.7. 

Discussion 

The analysis performed here has yielded two kinds of 
results: the approximate values of optimal fin dimensions and 
properties in the two sections immediately preceding, and the 
optimality conditions and relations in the remainder of the 
paper; these are exact subject to the validity of the assump
tions used in constructing equations (1-5). 
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As in the earlier work, the hydrodynamic effects related to 
the presence of the base surface are not accounted for. As the 
authors of [10, 11] state, this should not materially affect the 
heat transfer results, provided that the fin height L is large 
compared with the boundary layer thickness at x = L. 

The condition of zero heat flux from the fin tip is difficult 
to depart from. If the heat flux through the tip of the fin were 
to be considered in detail, the integration path in equation (8) 
would have to extend "around the corner" going through the 
points (0,0) (0,/), (1,0; as a result, the integral would be a 
function of t as well as Ncc and Pr; this would greatly com
plicate the optimization procedure without a corresponding 
improvement in accuracy, as the one-dimensional model basis 
of equation (1) does not permit any detailed description of the 
heat flux near the tip. The acceptability of the model chosen 
depends on its accuracy in the description of overall heat flux; 
it would be clearly inadequate if the events at the fin tip were 
to be an important consideration. 

The simple relations between the size and the cost factors of 
an optimal finned duct in equations (16) and (18) are the main 
results of this work. The rational factors 1/4 and 3/8 are not 
the consequence of any approximations, but follow directly 
from the exact values of the logarithmic derivatives of the (2 
x 2) matrix in equation (11); these are in turn the con
sequence of the simple rational powers of the principal 
dimensions (L, 0 as they enter into the definitions of the 
characteristic dimensionless numbers of the problem (Re, Gr, 
Ncc)-

The approximate results agree with the exact ones where 
these two can be compared. So, for instance, the exact ratios 
of the optimal values of L, Q, and / for fins of different 
materials, defined by equations (23-27) are equal to the 
corresponding ones which can be formed from the ap
proximate results in equations (37), (45), (47), and (48). Thus 
the approximate results differ from the (unknown) 
corresponding ones by a multiplicative factor which is in
dependent of material constants. 

All results for forced convection heat transfer are in
dependent of temperature, except that the total heat transfer 
rate is proportional to the difference of temperatures. In 
natural convection, by contrast, the total heat transfer rate of 
the optimal fin has a sensitivity of 13/11 to the temperature 
difference (T0 - T„). That means that if the temperature 
difference is changed by 1 percent, other things being equal, 
the optimal fin designed for the changed conditions will 
transfer 13/11 percent more heat by equation (47); this in
crease could be expected. It may be surprising, however, that 
the height of the optimal fin modified for the increased 
temperature difference will be 1/11 percent less than that of 
the reference case, as seen from equation (45). 

In both natural and forced convection, the optimal fin 
height is sensitive to the parameter group (cakf/cxk). This 
sensitivity is slightly higher in the forced convection case 
(being 0.4), than in the natural convection, where it is 4/11. 

The parameter Ncc is constant for a given type of optimal 
fin; therefore the tip dimensionless temperature (d0) is also 
constant. References [10] and [11] give graphs of the 

distribution of temperature along plate fins, with Ncc as a 
parameter. The tip temperature of an optimal fin may be 
estimated by interpolation between 7V«. values given in these 
references. For the approximately optimal values of Ncc 
reported here as 1.44 and 2.91 in equations (36) and (44), the 
corresponding tip temperatures are 0.62 and 0.54 for the 
forced and natural convection, respectively, in dimensionless 
units. The interpolation leading to these values cannot be 
considered reliable in the forced convection case, due to 
sparse data in the neighborhood of the optimal Ncc. 
Recalculation of the results of [11] in the vicinity of Ncc = 
1.44 may be warranted. With a reliable value of the tip 
temperature, a check on optimality of existing finned ducts is 
possible, as the tip temperature represents a necessary con
dition. 

Conclusion 

The analysis presented here enables the designer to obtain 
approximate optimal solutions for two simple cases of finned 
ducts. These solutions are significantly different from the 
results of earlier analysis, even where the total heat flux 
prediction is in agreement. The search for the exact optimal 
solution remains in the domain of iterative numerical 
techniques. The necessary conditions stated here reduce the 
search from two variables to one. 
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Laminar Heat Transfer in a 
Channel With Two Bight-Angled 
Bends 
A numerical study is reported on the flow and heat transfer in the channel with two 
right-angled bends. The modified hybrid scheme was employed to solve the steady 
full Navier-Stokes equations with the energy equation. The computations were 
performed for different step heights created in a long channel. The local heat 
transfer rate along the channel wall predicted by employing the present numerical 
model showed good agreement with the experimental data. The behavior of the flow 
and the heat transfer were investigated for the range of Reynolds number between 
200 and 2000 and for step height ratios H/W = 1, 2, and 3. Finally, the correlation 
of the average Nusselt number in such channels as a function of Reynolds number is 
postulated. 

Introduction 

In the design of a heat exchanger, there are usually two 
methods of promoting heat transfer rates. The first method is 
accomplished by inserting obstacles in a duct such as coils, 
wings, orifices, plates, cylinders, etc., whereas the second 
method of attaining high heat transfer rates is accomplished 
by using nonstraight channels or ducts, such as a channel with 
a corrugated wall or a duct with a backward facing step, 
which induce complex flow phenomena and subsequently may 
have a profound influence on the heat transfer results. The 
former has been studied by many researchers ([1-3], for 
example) but the latter has not yet been studied extensively. 
Goldstein and Sparrow [4] reported the local mass transfer 
rates of the flow in a corrugated wall channel by using the 
naphthalene sublimation technique. Izumi et al. [5] reported 
an experimental study on the flow characteristics in a channel 
with two bends. The channel configuration of Izumi et al. is a 
simplified flow passage of heat exchanger of a corrugated 
wall channel. The empirical correlation of Nusselt number 
obtained by Izumi et al. was suitable for turbulent flow 
regime; however, the data in laminar flow regime deviate 
from their empirical correlation. 

In this paper, the study of heat transfer is focused on the 
flow in a corrugated wall channel taking into consideration 
that the heat exchangers of this type are relatively simple 
compared to those cases in which obstacles are inserted. As a 
basic study of this type of heat exchanger, the channel with 
two right-angled bends is considered. Before the flow of a 
wide range of Reynolds numbers is studied, it is important to 
grasp the fundamental flow and heat transfer characteristics 
in such a channel in a laminar flow regime. A study of tur
bulent flow in this type of channel can be accomplished 
without much difficulty if we incorporate a turbulent flow 
model in the recirculating flow such as that in the work 
reported by Amano et al. [6] in which the near wall turbulence 
model was developed for the application to a flow in a pipe 
with a sudden expansion. 

The flow in this channel (in Fig. 1) shows rather com
plicated behavior accompanying flow separation, flow 
recirculation, reattachment, impingement, flow deflection, 
and flow redevelopment downstream from the last bend. In 
this study, the flow pattern involving these complex 
phenomena has been investigated numerically for three 
different step ratios, H/W = 1, 2, and 3 and for Reynolds 
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numbers ranging from 200-2000. Furthermore, the behavior 
of local heat transfer rates along the channel walls was 
computed and their characteristics were examined. Finally, 
the correlation of the average Nusselt numbers in these 
channels as a function of Reynolds number is postulated. 

Mathematical and Numerical Models 

Governing Equations. The equations describing the flow 
field of the present study are the steady, two-dimensional 
form of continuity, momentum, and energy equations. 

Continuity equation: 

d(pu) d(pv) 

dx dy 
(1) 

Momentum equations: 

a , a 
— (pu2)+ --{puv)= -
ox dy 

3p_ 

dx 

d d 
— (puv) + — (pvl) 
ox dy 

d / du \ d ( du \ 
+ dx\fi-dx~) + Ty\>i^y-) 

d ( du \ 3 / 3y \ 
+ Tx\ll-dxr) + d-y\^) ( 2 ) 

3 / dv \ d ( dv \ 
x \ ^ ) + Ty\^) 

d ( du \ a / 3y \ 
+ 3~x\^) + 3-y\'X^y-) ( 3 ) 

Energy equation: 

a a /, dT\ a /, ar\ r^ a 
IT l* 
dx 

These four equations were used to compute flow behavior and 
heat transfer characteristics in the solution domain shown in 
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Fig. 1 Typical flow domain and numerical grid (HIW = 3) 
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Fig. 1. In these equations, the variation of density, viscosity, 
and thermal conductivity are allowed. However, the flow 
considered in this research may be assumed to be in
compressible. Thus the terms with the coefficient of bulk 
viscosity were dropped in equations (2) and (3). The viscous 
dissipation term which has minor influence in the temperature 
field is also neglected in the energy equation (4). Since the x-, 
^-coordinates are on the horizontal plane and a two-
dimensional assumption is made for simplicity, the buoyant 
force is also neglected in equations (2) and (3). In the com
putation, the quantities such as k and ft are evaluated by linear 
interpolation (the variation of these quantities is important 
particularly for liquids). In order to compare the results with 
the experimental data of Izumi et al. [5], air whose Prandtl 
number is 0.71 is used as a working fluid. 

Numerical Solution Procedure. The solution method of 
equations (1-4) is based on the modified hybrid scheme of 
Amano et al. [6] in which the combined mode of convection 
and diffusion is derived by expanding the analytical one-
dimensional solution of Spalding [7] up to the fourth-order 
term. The finite-volume form was derived by integrating the 
governing equations over the numerical cell. For instance the 
discretization equation for equation (2) can be put in the 
following form. 

"Uuu = a<+ ijui+\j+ai~i,jui-ij + 

where 

a, + i,y=-^/(i?/+i,j) +max( - (p«), + i,;,0] 

(5) 

etc. 
and 

Z> = S(£5(Vol) 

720 * « l 4 ] 
In the foregoing expression, S<t> is the source term other than 
the convection and the diffusion in equation (2), and Ry is the 
cell Reynolds number. Equation (5), which has an elliptic 
form, is computed by using a line-by-line iterative method. 
This scheme is comparatively inexpensive to compute and 
gives improved accuracy, particularly in the range where the 
cell Reynolds number is between 1 and 4, and in addition 
switches to the upwind differencing for a cell Peclet number 
larger than 4. The cell structure of this method has a so-called 
staggered grid system in which the value of each scalar 
quantity (pressure and temperature) is associated with every 
grid node, although the vector quantities (velocity com

ponents) are displaced in space relative to the scalar quan
tities. 

The pressure is computed by adopting the SIMPLE 
Algorithm of Patankar and Spalding [8]. It solves sets of 
difference equations for fixed pressure fields of both u and v 
momentum equations by line iteration. After each such sweep 
over the solution domain, adjustments are made to the 
pressure field to satisfy the continuity equation along each 
line of cells. This procedure is repeated until the momentum 
and continuity equations are simultaneously satisfied to a 
certain degree of accuracy. 

Boundary Conditions. Typically, there are three different 
types of boundary conditions to be specified for the com
putation of a flow in the channel shown in Fig. 1: inlet, outlet, 
and wall boundary conditions. 

At the inlet AE (in Fig. 1), all the quantities are specified 
according to the fully developed condition. Since the inlet 
locates 2 channel widths upstream of the first bend B, the 
conditions of inlet flow have minor influences on the rest of 
the flow field. A test computation with the inlet location of 5 
channel widths showed less than a 2 percent change in the 
Nusselt number when compared with the present geometry. 

At the outlet DH, continuous flow conditions are applied 
where gradients of u, v,p, and Tin the flow direction are zero 
(Neumann conditions), i.e., d<t>/dx = 0, where <t> = u, v,p, or 
T. The position of the outlet is located approximately 20-30 
widths from the last bend G; thus the outlet condition will not 
have much influence on the major portion of the flow. 

At the wall boundaries ABCD and EFGH, the velocities 
and temperature must be specified functionally according to 
Newton's law of shear stress (Drag Law) and Fourier's law, 
respectively. For example, the tangential velocity can be 
expressed in terms of wall shear stress as a functional ex
pression of the boundary condition (Robbin's condition) 
coupled with the no-slip condition as 

F=T6A~nu6A/Sy (6) 

where bA = wall area of the cell. 
The expression of (6) is incorporated through the source 

term S<f> of equation (5) while the coefficient a, representing 
the wall side is set equal to zero, thus suppressing the diffusive 
and convective actions towards the wall. The velocity com
ponent normal to the wall is set equal to zero. For the com
putation of the heat transfer coefficient, a condition of a 
constant heat flux is used at the wall boundary. Then the local 
Nusselt number is obtained as 

Nu = 
(qw/k)2W 

\Tw~Tb\ 
and the bulk temperature Tb is obtained as 

(7) 

a = 

A = 
CP = 

/ = 

h = 

H = 
k = 

Nu = 

Nu = 

coeff icient (used in 
equation (5)) 
area 
specific heat for constant 
pressure 
average friction factor 
{Tjd/lpU2)) 
local heat transfer coef
ficient 
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thermal conductivity 
Nusselt number based on 
2W 
average Nusselt number 
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maximum Nusselt number 
pressure 
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cell Reynolds number 
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wall temperature 
velocity component in x-
direction 
average velocity 
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direction 

W = 
x = 
y = 

bA = 
bx,8y = 

p = 

V- = 
Tw = 

Subscript 
i = 

J = 
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area of numerical cell 
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density 
dynamic viscosity 
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— 2000 

(b)H/W = 3 Re 
-300 
-2000 

Fig. 2 Streamwise velocity profiles in the channel (a) HIW = '\, (b) 
H/W = 3 

Tb=\T\u\dy/\\u\dy (8) 

where the integrals are to be carried over the cross-sectional 
area of the channel. The absolute value of the velocity is taken 
so that the regions with reverse flow are also properly 
represented. 

The average Nusselt number is defined as done in [5] as 

Nu = 
2W 

~Ak 
\hdA (9) 

Thus the results can be compared with the experimental data 
of [5]. 

Computing Details. The computations were performed 
for three different step ratios H/W = 1 , 2 , and 3, and for 
Reynolds numbers ranging from 200-2000. The grid numbers 
employed for the computation were 54 x 18, 54 x 27, and 54 
x 36 for step ratios H/W = 1,2, and 3, respectively. As 
shown in Fig. 1, grid spacings upstream of the corner G are 
minimal so as to provide fine grid in the flow separating and 
recirculating regions, while the ̂ -coordinate grid downstream 
of the corner G expands at a constant rate toward the outlet 
where the flow characteristics are mostly parabolic. Ex
ploratory tests on grid systems with 30 percent more cells both 
in x- and ^-directions indicated that the present results do not 
vary more than 3 percent. 

The convergence criterion used in this computation is the 
condition that the summation of the mass flux and 
momentum flux residuals in the whole domain be less than 1.5 
percent of the total mass and momentum fluxes. This con
dition was attained faster for lower Reynolds number flows 
and for smaller step ratios; namely, the computation for Re 
= 200 and H/W = 1 converged after 102 iterations. The 
average central processor time on a UNI VAC 1100 was about 
5 min to converge, which was achieved typically after 210 
iterations. 
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Fig. 3 Local Nusselt number distribution along the channel wall for 
HIW = 3 and Re = 300: (a) ABCD wall, (b) EFGH wall 

Results and Discussion 

Flow Field. In Fig. 2, the streamwise velocity profiles are 
shown in the channels of H/W = 1 and 3 for Reynolds 
numbers of Re = 300 and 2000. For the flow of HI W = 1 
(Fig. 2(a)), the separated flow at the corner B reattaches on 
the CD wall. Consequently, a recirculating region is formed 
near the concave corner C. This feature is represented by the 
negative velocity profile near the corner C. Meanwhile, as is 
shown in Fig. 2(b), the separated flow at the corner B in the 
channel of HI W = 3 reattaches on the wall BC for Re = 300, 
thus creating two recirculating regions on the BC wall. 

The flow also separates at the corner G and reattaches on 
the wall GH in every HI W case, thus causing a recirculating 
region beyond the corner G on this wall. This recirculating 
region on the wall GH increases as Reynolds number becomes 
larger. This feature is indicated by the velocity profiles at the 
location 3 channel widths downstream from the corner G; the 
velocity gradient for Re = 300 is positive but that for Re = 
2000 is still negative in every HI Wca.se. 

At the cross section of the first bend, B, there is a similar 
trend in velocity profile for all step ratios; that is, the velocity 
gradients on the EF wall are steeper for high Reynolds 
number flows than for low Reynolds number flows. This 
indicates that the high Reynolds number flow results in 
stronger deflection on FG wall than the low Reynolds number 
flow. 

It is generally seen that, for all step ratios, the effect of 
Reynolds number on the wall characteristics may be larger on 
the BC, EF, and GH walls than on the other walls. Moreover, 
the effect of Reynolds number on the velocity profile in the 
redeveloping region (near the section DH) is stronger for 
larger step ratios. 

Local Heat Transfer. Local Nusselt numbers were 
computed along the channel walls to investigate the local heat 
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Fig. 4 Local Nusselt number distribution along the channel wall for 
HIW = 1: (a) ABCD wall, (b) EFGH wall 
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Fig. 5 Local Nusselt number distribution along the channel wall tor 
HIW = 3: (a) ABCD wall, (b) EFGH wall 

transfer characteristics affected by the channel bends. In Fig. 
3, computed results are compared with the experimental data 
obtained by Izumi et al. [5] for step ratio Hi W = 3 and for 
Re = 300. Along the ABCD wall, the predicted Nusselt 
number is + 20 percent on AB wall, - 40 percent on BC wall, 
and ±2 percent on CD wall, whereas, along the EFGH wall, 
it is + 30 percent on EF wall, - 10 percent on FG wall, and -
35 percent on GH wall. The agreement is thus relatively good 
in the inlet and the redeveloping flow regions but a 
discrepancy is observed near the corners F and G. While the 
computed results show minimum values at F and at the 
position one channel width downstream from the corner G, 
the experimental data do not show this trend clearly. As is 
shown in Fig. 2, there are recirculating flows at the corner F 
and at the position slightly downstream from G. The heat 
transfer rates, therefore, must be minimum in these regions. 
However, only subtle decreases in heat transfer levels are 
observed at these positions in the experimental data. These 
discrepancies may be the result of the departure between the 
experimental set-up and the numerical model. Albeit the 
assumption in both cases is two-dimensional, the flow in the 
experiment is three-dimensional, and this may cause 
secondary flows near the corners of the channel, which may 
produce slightly higher heat transfer than that for two-
dimensional flow. Another possibility is the experimental 
error in the measurement of temperature distribution along 
the channel wall. In the experiment of Izumi et al. [5], Cu-Co 
thermocouples are mounted to the back of the stainless steel 
foils to measure temperature. As a result, an inevitable heat 
conduction in the stainless steel could have smoothed the 
curves of the Nusselt number throughout the measured 
domain. The heat conduction effect through the stainless steel 
is not computed in the present numerical study. A similar 
discrepancy is observed in Fig. 3(a). In this figure, between 
points B and C, the experimental data show a smooth slope 
while the computed results show rather abrupt changes in 

Nusselt number distribution which were attributed to the flow 
separation, reattachment, and recirculation. 

In Figs. 4 and 5, the computed local Nusselt number 
distributions are drawn for HI W = 1 and 3 and for Re = 
200, 600, and 2000. As is shown in Fig. 4, the pattern of the 
local Nusselt number for HI W = 1 does not vary much with 
Reynolds number on the ABCD wall, but it depends strongly 
on the EFGH wall. This feature accords with the flow pattern 
shown in Fig. 2; namely, the recirculating region just 
downstream from the corner G expands toward downstream 
as Re increases. This is easily seen in Fig. 4(b); beyond the 
corner G, the minimum point moves downstream as Re in
creases. Generally, a similar trend is observed in Fig. 5, except 
that the heat transfer variation on the BC wall becomes more 
distinguishable as Re changes (see Fig. 5(a)). This is mainly 
because, unlike the case of HI W = 1, the separated flow at 
the corner B reattaches on the BC wall for HIW = 3. 
Moreover, the recirculating region on this BC wall expands 
and eventually merges with the corner recirculating region as 
Re becomes higher. At the same time the flow deflects and 
accelerates on the opposite side (FG wall) and that interferes 
with the recirculating flow on the BC wall. All these effects 
combine to diminish the minimum points of heat transfer rate 
on the BC wall for HI W = 3 when Re is increased. The heat 
transfer distribution on the FG wall, however, indicates that a 
minor change in flow pattern is created as Reynolds number is 
increased. 

Average Heat Transfer. The average Nusselt numbers 
were computed for three different step ratios and for various 
Reynolds number flows. The results are compared with the 
experimental data of Izumi et al. [5] and are represented in 
Fig. 6. The agreement between the experiment and the 
computation is fairly reasonable (within 20 percent). 
Although the agreement is the best at Re = 2000, the ex
perimental data at this Reynolds number deviate from the 
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Fig. 7 Average friction factor as a function of Reynolds number 

track of the rest of the data points when we compare the slope 
of the Nusselt numbers. The computed Nusselt number shows 
a functional dependency on Re018 in every HI W case, while 
the experimental data of Nusselt number abruptly increase 
from the Re018 relation at Re = 2000. This implies that the 
flow observed in the experiment is no longer laminar at Re = 
2000 but changes over to transition. It is also noticed that the 
higher the step ratio H/W, the flow regime changes from 
laminar to turbulent at lower Reynolds numbers. It may be 
said that a turbulent flow regime may be created at lower 
Reynolds numbers if the step ratio is made larger. However, 
this point is beyond the scope of this paper at this stage since a 
turbulent effect is not considered in the computation. Another 
feature noticed in Fig. 6 is that the computed Nusselt number 
is almost independent of the step ratio HI W. This accords 

100 

50 

(a) ABCD WALL (b) EFGH WALL 

102 103 102 103 

Be He 

Fig. 8 Maximum local Nusselt number on the channel wall as a 
function of Reynolds number: (a) ABCD wall, (b) EFGH wall 

with the experimental results at Re = 300 and 2000. 
From the computed results, the following correlation was 

obtained. 

Nu = 7.31Re° (10) 

The computed average friction factors against Re are 
shown in Fig. 7. The dependency o f / o n Re changes from 
HI W = 1 to HI W = 2, but little change is observed between 
H/W = 2 and H/W = 3. This result indicates that a 
significant change in flow pattern takes place between H/W 
= landH/W = 2. 

Figure 8 shows the variations of Numax on both the ABCD 
and EFGH walls. The maximum value of Nusselt number on 
the ABCD wall usually occurs at two channel widths 
downstream from the corner C where the flow is accelerating 
due to the deflection by the separated flow at the corner G. 
Meanwhile the maximum point on the EFGH wall occurs at 
the corner G where the strong convection resulted due to the 
deflection by the separated flow at the corner B. As was 
depicted in Fig. 7 for the average friction factor, the levels of 
Numax for HI W = 1 show lower value than those for HI W = 
2 and 3, albeit for the same dependency on Re (Fig. 8). 

As is pointed out in the foregoing discussion, it was 
predicted that the effect of the channel step on both Numax 

and / i s greater between HI W = \ and HI W = 2. This may 
be mainly attributed to the flow on the FG wall. For H/W = 
1, the flow impinging on the FG wall is not accelerating 
enough when it separates at the corner G; therefore, the 
strength of the deflection to the opposite wall CD is not higher 
than for HI W > 1, which results in a relatively smaller heat 
transfer rate at both the corner G and at the maximum 
deflected point on the CD wall. This result allows us to 
conclude that the effect of channel step becomes higher 
between H/W = landH/W=2. 

Conclusions 

A numerical analysis has been performed for the flow in a 
channel with two right-angled bends. It is found that such a 
channel creates a complex flow pattern involving separation, 
impingement, reattachment, recirculating, and flow 
deflection. The local behaviors of both flow and heat transfer 
rate were investigated. 

The main conclusions to emerge from this study may be 
summarized as follows: 

1 The effect of Reynolds number on the wall characteristics 
is more distinguishable on the BC, EF, and GH walls than on 
the other walls for every step ratio. 

2 The effect of step ratio is not as remarkable on the 
average Nusselt number as on the skin friction and the 
maximum Nusselt number. 
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3 There is a significant changeover in wall characteristics 
between HI W = 1 and HI W = 2. 

4 The computed Nu-Re correlation is suggested to be 
Nu = 7.31Re018 

Finally, it might be suggested that an extensive ex
perimental study of laminar flow in the type of channel 
studied here is needed before more complicated con
figurations are studied. 
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Effects of Wall Conduction on Heat 
Transfer for Turbulent Flow in a 
Circular Tube1 

In predicting connective heat transfer for turbulent flow inside a circular tube, the 
thermal boundary condition at the solid-fluid interface is usually assumed to be 
known. However, in reality, the thermal boundary condition is normally specified 
at the outside surface of the tube. The temperature and heat transfer coefficent at 
the interface are not known a priori. An analytical procedure is used here to obtain 
the interfacial temperature and the local Nusselt number for turbulent flow with 
axial and radial wall conduction taken into account. Wall conduction effects are 
examined by varying four important parameters, namely, the Reynolds number, the 
Prandtl number, the ratio of thermal conductivity of solid wall to that of fluid, and 
the nondimensional thickness of the tube wall. Numerical results are obtained to 
determine their influence on heat transfer. 

Introduction 

In conventional convective heat transfer problems, it is a 
common practice to prescribe the temperature, the heat flux, 
or a combination of the two at the solid-fluid interface. 
However, in most cases, the boundary conditions at the in
terface are actually not known a priori, but depend on the 
coupled conduction-convection mechanism. Therefore, the 
solution of the energy equations for the solid and fluid media 
must be obtained simultaneously by considering the tem
perature and heat flux as continuous functions at the in
terface. This class of problems is referred to as the conjugated 
problems. 

Siegel and Savino [1] studied the effect of peripheral wall 
conduction on laminar forced convection in rectangular 
channels heated on the broad sides. They showed that wall 
conduction produces substantial decreases in the peak wall 
temperature and in the temperature gradients along the walls. 
Davis and Gill [2] analyzed a conjugated problem for parallel 
plates with one wall at the temperature of the entering fluid 
and the outside of the other wall at constant heat flux. They 
found that axial wall heat conduction can significantly affect 
the fluid temperature field and lower the Nusselt number 
(NuA.) relative to that predicted for a uniform heat flux at the 
solid-fluid interface. Mori et al. [3] analyzed a conjugated 
problem for parallel plates that was similar to that of Davis 
and Gill [2], For the case of specified constant heat flux at the 
outside wall, again axial heat conduction the wall reduces the 
Nusselt number. The lowest values of the interface Nuv 

correspond to those with constant temperature at the sol id-
fluid interface as the boundary condition. For the case of 
specified constant wall temperature at the outside wall, the 
finite wall resistance increases the interface Nuv. The highest 
values of NuA. correspond to those with constant heat flux at 
the solid-fluid interface as the boundary condition. They also 
determined the conditions when the wall conduction is 
negligible. 

Luikov et al. [4] solved the conjugated problem for the 
circular tube. The solution was presented in closed-form 
expressions involving complicated functions, integrals, and 
infinite series. No numerical results were presented. The most 
comprehensive solution to the conjugated problem of laminar 

This work was done while the authors were at Texas A & M University, 
College Station, Texas. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 6, 
1983. Paper No. 81-HT-30. 

flow in a circular tube was given by Mori et al. [5]. Like their 
conjugated problems for laminar flow between parallel plates 
[3], they considered two thermal boundary conditions 
specified at the outside wall of the circular tube, namely, 
constant heat flux and constant temperature. They derived 
essentially the same conclusions as for parallel plates. Faghri 
and Sparrow [6] considered the simultaneous wall and fluid 
axial conduction in laminar pipe-flow heat transfer. 
Depending on a wall conductance parameter and the Peclet 
number, it was found that axial conduction in the wall can 
carry a substantial amount of heat upstream into the non-
directly heated portion of the tube. 

All of the foregoing papers [1-6] dealt with heat transfer in 
laminar flow only. The conjugated heat transfer problem with 
turbulent flow is inherently much more complicated. The only 
significant work in conjugated turbulent flow was done by 
Sakakibara and Endoh [7]. They dealt with the conjugated 
heat transfer problem with turbulent flow between parallel 
plates. The effects of axial wall conduction on the interfacial 
temperature and the local Nusselt number were determined. 
They showed that the ratio of thermal conductivity of wall to 
that of fluid, and the wall thickness to duct length ratio are 
important parameters to characterize the effects of axial wall 
conduction. The effects are especially significant for low 
Prandtl number fluids. 

Many practical heat transfer problems, such as in heat 
exchanger design, are in reality conjugated problems and wall 
conduction may have significant effects on heat transfer. In 
this regard, there is a need to assess the effects of wall con
duction on heat transfer for turbulent flow in a circular tube. 
A literature survey shows that the tube geometry has not been 
considered. 

The problem investigated here is the conjugated heat 
transfer problem with turbulent flow in a circular tube. At the 
outer surface of the tube, it is assumed that either the heat 
flux is uniform or the temperature is constant. The influence 
of the conductivity ratio of solid to fluid and the dimen-
sionless wall thickness on heat transfer for both boundary 
conditions is predicted. 

Definition of System 

This analysis is limited to smooth, straight pipes within 
which the fluid flow is fully developed. In addition, the 
following assumptions are made: 

1 Heat transfer is axiymmetric and steady-state. 

Journal of Heat Transfer AUGUST 1984, Vol. 106/597 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Schematic model of heat transfer section of circular tube 

2 Physical properties are constant. 
3 Frictional dissipation is negligible. 
4 Axial fluid conduction is negligible with respect to bulk 

transport. 
5 Both the fluid and the tube wall are isothermal for x < 0, 

and heat transfer occurs for x > 0. 
It is well known that turbulent flow becomes fully 

developed at a distance of about 10 dia. Hence the assumption 

of fully developed flow is adequate. The situation of 
axisymmetric, steady-state heat transfer does occur in many 
practical applications. Except for high-speed flows, frictional 
dissipation is usually negligible. The assumption of constant 
physical properties, though maybe somewhat unrealistic for 
low Prantdl number fluids, is necessary to allow the present 
problem to be solved analytically. For turbulent flow, with 
the Reynolds number exceeding 104, the Peclet number is 
always greater than 100 even for liquid metal flow. Hence the 
axial fluid conduction is negligible, and the fluid temperature 
at the entrance of the tube can be assumed to be isothermal. 

Two boundary conditions, uniform wall temperature and 
uniform wall heat flux on the outside surface of the pipe, are 
of particular interest and will be considered here. A schematic 
of the present problem is given in Fig. 1. 

With the foregoing assumptions, the energy equation for 
the fluid can be represented by 

1 d 

r dr 
r Mf~\ dtr 

(i) 

where eH is the eddy diffusivity of energy. The boundary 
conditions are 

x<0: tf = tJe 

x>Q: r = r 0 , f / = ryDU) 

r = 0 , dtf/dr = 0 (2) 

The fluid temperature at the solid-fluid interface tjo (x) is not 
known a priori and will be determined by coupling with the 
temperature field of the solid wall. 

The heat conduction equation in the tube wall is given by 
a2h 
dr2 

1 dts 

r or 

d2l± 
dx2 = 0 (3) 

The boundary conditions are 

.v = 0andZ, : dts/dx=0 

r=r0 : ^ = f j 0(x) 

: dts/dr=qw/ks r = r„ 

-® (4) 

It is perhaps more reasonable to extend the solid region to 
- oo and oo. Instead the temperature gradients are chosen to 
be zero at x = 0 and L. This is because analytical solutions 
would be impossible otherwise. Also, since it is often desirable 

c 
cP D0 

Gz 
Hm 

loJi 

K 
Kfj,Ki 

k 

L 

Nu, 

Pe 
P,n 
Pr 
Q 

= coefficent in equation (10) 
= specific heat (kJ/kg°C) 
= inner diameter of tube (m) 
= Graetz number (= Pe D0/L) 
= -CmR'm{\)/2 
= first kind modified Bessel 

function of 0 and first order 
= kjkf 
= second kind modified Bessel 

function of 0 and first order 
= thermal conductivity (kJ/m 

s°C) 
= length of heat transfer 

section of circular tube (m) 
= local Nusselt number defined 

in equation (22) 
= Peclet number (= Re Pr) 
= \n 
= Prandtl number (= Cp^./k) 
= dimensionless temperature 

gradient 

Q 
Rm 

Re 

r 

r+ 

t 
u 

u + 

V 
X 

x+ 

H, 
a 
e 

= 
= 

= 

= 

= 
= 
= 
= 
= 
= 

= 
= 
= 
= 

heat flux (kJ/m2 s) 
eigenfunction corresponding 
to\?„ 
Reynolds number 
{=D0V/v) 
coordinate in radial direction 
(m) 
r/r0 

temperature (°C) 
velocity of fluid (m/s) 
u/V 
mean velocity of fluid (m/s) 
coordinate in direction of 
tube axis (m) 
2x/(GzL) 
eigenvalues of equation (11) 
thermal diffusivity (m2/s) 
dimensionless wall thickness 
of tube (= (r„ - r0)/L) 

d = 

e = 
p = 
T = 

® = 
© = 

Subscripts 

e = 
/ = 
s = 
w = 
0 = 

dimensionless temperature 
used in equation (8) 
dimensionless temperature 
defined in equation (5) 
density of fluid (kg/m3) 
coefficient in equation (14) 
constant heat flux at the 
outer wall 
constant temperature at the 
outer wall 

entrance 
fluid 
solid 
outer surface of tube 
solid-fluid interface 
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Table 1 Typical values forK = ks/kf 

Pure copper 
Stainless steel 

Air 
15,000 

600 

Liquid 
sodium 

4.4 
0.2 

Mercury 
40 
1.5 

to use short passages in a heat exchanger to take advantage of 
the high heat transfer coefficient, the assumption is therefore 
acceptable. Again the solid temperature at the interface t^ (x) 
is not known and will be obtained by matching the tem
perature and the heat flux at the interface. 

Mathematical Analysis 

Definition of General Dimensionless Parameters. The 
temperature can be written in terms of the solutions for a 
constant interfacial temperature by applying the extended 
Duhamel's Theorem. The dimensionless variables are defined 
as 

r+ =r/r0 ; u+ = u/V\x+ =2x/{GzL) 

Q = t/t •fe 

Q=V-tw)/(tfe-tw) (T) (5) 

Analysis of Energy Equation for the Fluid. The energy 
equation and boundary conditions are 

2 3 / x 3 0 , \ , 3 0 , 

^V g{r ) ¥ ^ ) = w 
dr" dx" 

(6) 

where 

and 

g(r+)=\+PreH{r+)/i> 

x+ < 0 : e 7 = l 

x+ > 0 : r+ = l , 0 / = 0 y D ( A : + ) 

r+ = 0, dQf/dr+ = 0 (7) 

First the fundamental turbulent Graetz problem with 
constant temperature at the solid-fluid interface will be 
solved. Using a new dimensionless temperature defined as 
df(x

+ ,r+) = (fa - tf)/(tjQ - tfe), the energy equation and 
the boundary conditions become 

2 _3_ ' 

7+ 37+ 

x+ <0 

x+ > 0 

r+g(r+) 
d6f 

~dx+ 
(8) 

-=1 

\,ef=o 
Vfi or = u (9) 

By the method of separation of variables, the dimensionless 
temperature can be written as 

00 

ef= Ti CmRm(r+)exp(-\2
mx+) (10) 

_d_ 

where \2
m, Rm are the eigenvalues and eigenfunctions of the 

Sturm-Liouville problem 

[r+g(r+)^-]+\2
m

r-^u + Rm=0 (11) 

with boundary conditions Rm(l) = 0,R'm(0) = 0. 
The solution for the problem with a variable interfacial 

temperature can be written by applying Duhamel's theorem 
t8] 

ef(x\r+)=l+\X[l-6f(x
+-U+)]^dZ 
Jo ' d% 

i 

I 
; = i 

+ £ [ l - 0 / ( x + - £ ; , r + ) ] A e , o , , - (12) 

where £,• are the locations where 0 ^ is discontinuous, and 
A0^j,- are the jumps in 0^, at the corresponding locations. 

The dimensionless temperature gradient at the interface of 
the tube Qf is defined by the following equation 

Qf = qfr0/kftfe ® 

Qf = q/r0/kfUJi-tw) © (13) 

If the interfacial temperature is assumed to be given by 

Qp(x+) = 1 + £ T , X + (14) 

it can be shown that [9] 

0, e ' - ~ ( a ^ A + = i 

*- in — n •* in ^~ ; — n ;— i -̂  

(15) 

where 

Pm=\i;bi=(i+l)Ti+l 

F0{x+) = {l-exp(-Pmx+)]/Pm 

Fi(x
+) = {x+i-iFi_l(x

+)}/Pm 

Analysis of Energy Equation for the Solid. Using the 
dimensionless variables, x+, r+, and 0, the heat conduction 
equation becomes 

The boundary conditions are 

x+ = 0 : dds/dx+ =0 

x+ =2/Gz : 30 s/3x+ =0 

;=o 

r+ =rw/r0 : 30 s /3r+ = qwr0/kstfe = Qw @ 

9S = Q (T) (17) 

The solid temperature at the interface 0 ^ is assumed to be the 
same as the fluid temperature at the interface. 

The dimensionless temperature gradient at the interface is 
defined as 

Qs = qsr0/kstJe © 

Qs=qsr0/ks(tfe-tw) © (18) 

For both cases, Qs = — (dQs/dr+ ) r+ = l. 
(0 Constant Heat Flux 
The dimensionless temperature gradient at the inner surface 

of the tube is [9] 
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Table 2 Average percentage difference between Nusselt numbers with and without the effect of wall conduction (0.25 L < 
x < 0.75 L, constant heat flux at outer surface of tube, r0/L = 0.05, Re = 2 x 105) 

Pr 

*v 
10,000 

1,000 

100 

0.01" 

16.7 

5.2 

0.8 

0.01 

0.001* 

4.5 

0.7 

0 

0.01 

12.5 

3.0 

0.4 

0.02 

0.001 

2.6 

0.3 

0 

(Nu„ 

0.01 

8.3 

2.0 

0.3 

~Nu)/(NU w(%) 

0.04 

0.001 

1.7 

0.3 

0 

0.01 

6.1 

1.1 

0.1 

0.06 

0.001 

1.0 

0.1 

0 

0.01 

4.0 

0.8 

0 

0.10 

0.001 

0.7 

0 

0 

0.01 

0 

0 

0 

0.72 

0.001 

0 

0 

0 

"For a 1-m-long tube, inside radius 0.05 m, wall thickness 0.01 m. 
bFor a 1-m-long tube, inside radius 0.05 m, wall thickness 0.001 m. 

Table 3 Average percentage difference between Nusselt numbers with and without the effect of wall conduction (0.25 L < 
x < 0.75 L, constant temperature at outer surface of tube, r0/L = 0.05, Re = 2 X 10s) 

Pr 

A T \ e 

0.1 

1 

10 

0.01 

26.5 

20.4 

6.7 

0.01 

0.001 

20.7 

6.2 

0.9 

0.01 

20.8 

16.2 

6.2 

0.02 

0.001 

17.3 

6.2 

0.9 

(Nu 

0.01 

15.9 

13.9 

6.2 

- N U J - V N U J W 

0.04 

0.001 

14.1 

6.2 

0.9 

0.01 

12.7 

11.4 

5.6 

0.06 

0.001 

11.5 

5.8 

0.9 

0.01 

9.2 

9.1 

5.6 

0.10 

0.001 

9.1 

5.4 

0.8 

0.01 

4.2 

3.8 

2.8 

0.72 

0.001 

4.0 

2.5 

0.6 

f2/Gz (, V1
 + A n-wQz M , J } 0 [1+L TiX

+')cos-^-x+ dx< 

-cos x^ 
L 2 

(19) 

(it) Constant Temperature 
The dimensionless temperature gradient at the inner surface 

of the tube is [9] 

Gz 

. . o V f0 ' 

-o,s{h("-p)/,(=?)«.("-P)*,(̂ )] 

<^W^)-'.("-?M?)]J"? 
c o s — — x+ ( 1 + 1 / T,X+') cos——-x+ dx+ (20) 

Heat Exchange Between the Fluid and Solid Wall. The 
following relation is applicable at the solid-fluid interface 

Q/=KQS (21) 

where K = kjkf. Using Qf from equation (15), Qs from 
equation (19), and the orthogonality properties of cosine 
functions, the coefficients T, for the constant heat flux case be 
determined from a linear system of simultaneous equations. 
Similarly, using Qf from equation (15), Qs from equation 
(20), and the orthogonality properties of cosine functions, the 
coefficients r,- for the constant temperature case can also be 
determined. For details, the reader is referred to [9]. 

If the mean temperature of the fluid at an arbitrary cross 
section of the tube is designated by tjm, then the local Nusslet 
number can be defined by 

Nu r 
A><7/ 

kfVjQ-tfm) 
(22) 

Through an energy balance and some mathematical 
manipulations, the Nusselt number can be obtained as [9] 

Nu,. = 
1 G + ?*. + |v-. . .) 

1 Q
 Pmx 

) - • • • ) 

m = 0 L * m -* m 
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X 

Fig. 2 Effect of ratio of conductivity of wall to that of fluid on in-
terfacial temperature and local Nusselt number (constant heat flux at 
outer surface of tube, Pr = 0.01, Re = 200,000, r0IL = 0.05) 
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0.0 0.5 L 
X 

Fig. 3 Effect of ratio of conductivity of wall to that of fluid on in-
terfacial temperature and local Nusselt number (constant temperature 
at outer surface of tube, Pr = 0.01,Re = 200,000,r0/L = 0.05) 
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(23) 

Results and Discussions 

Before numerical computations are carried out, the 
eigenvalues, \2

m, and constants Cm and H,„ for the turbulent 
Graetz problem for a wide range of Reynolds and Prandtl 
numbers must be obtained. These values were provided by 
Sparrow et al. [10], Sleicher and Tribus [11], Notter [12], and 
Notter and Sleicher [13]. The eigenvalues and constants used 
in this work are obtained from [12] and [13]. The functional 
forms of eH(r+) and the details concerning the numerics 
involved in generating the eigenvalues and constants are given 
in the same references. The first three or four eigenvalues and 
constants were obtained numerically, and they are very ac
curate. However, those with m >: 4 are somewhat inaccurate. 
This is acceptable because the higher the value of m, the larger 
the error that can be tolerated. The present results do not 
depend significantly on the accuracy of the eigenvalues and 
constants beyond the third or fourth constants. This was 
confirmed by artifically changing the eigenvalues and con
stants beyond the third or fourth constants by almost 5 
percent; the observed change in the values of the interfacial 
temperature and Nusselt number was less than 1 percent. 

The number of terms used in the expansion of 9yo in 
equation (14) was five. This choice is adequate because 

Nu, 

K=10000 
CONSTANT TEMPERATURE AT 

INTERFACE 

Fig. 4 Effect of wall thickness on interfacial temperature and local 
Nusselt number (constant heat flux at outer surface of tube, Pr = 0.01, 
Re = 200,000, r0IL = 0.05) 

Journal of Heat Transfer AUGUST 1984, Vol. 106/601 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.35 

0.25 

ie,0- i ) r0 

0.15 

100 

Nu, 
40 

0.0 

£ = 0.05 --0.0001 

K=I0 

-J I I L_ 

K= 10 
-CONSTANT TEMPERATURE AT 

INTERFACE 
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Fig. 5 Effect of wall thickness on interfacial temperature and local 
Nusselt number (constant heat flux at outer surface of tube, Pr = 0.01, 
Re = 200,000, r0IL = 0.05) 
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Fig. 6 Effect of wall thickness on interfacial temperature and local 
Nusselt number (constant temperature at outer surface of tube, Pr = 
0.01, Re = 200,000, r0/L = 0.05) 

essentially the same Nusselt number and interfacial tem
perature were obtained with six terms used in equation (14). 

For all cases done in the present work, the ratio of the inner 
radius of the tube to the heat exchange tube length, r0/L, was 
kept at 0.05. Other values of r0/L should not affect the 
conclusions of this paper significantly. Computations for a 
considerable number of combinations of Prandtl numbers, 
Reynolds numbers, conductivity ratios, and wall thicknesses 
were made. The present work focused on two different 
Reynolds numbers, namely, Re = 5 x 104 and Re = 2 x 
105. These are two typical Reynolds numbers in practical 
applications. For each Reynolds number, the Prandtl number 
was varied from 0.01 to 0.72. Higher values of Pr were not 
used, because it was observed that the effect of wall con
duction is not significant when the Prandtl number is greater 
than 0.72. The wall thickness was varied from 0.0001 to 0.05. 
This covers extreme cases of wall thickness. The conductivity 
ratio K was varied from 0.1 to 5 x 104. In Table 1, some 
typical values of K are given. 

The case of Pr = 0.01 and Re = 2 X 105 was studied 
extensively. The results for various wall thicknesses and 
conductivity ratios are given in Figs. 2 to 7. 

In Fig. 2, the axial temperature distribution at the interface 
and the local Nusselt number distribution for various con
ductivity ratios for constant heat flux at the outer surface of 
the tube are shown for e = 0.01. The effect of conduction in 
the wall increases with the increase of the conductivity ratio 
K. As K increases, the temperature distribution at the in
terface changes gradually to a constant temperature at the 
interface. At K - 5 x 104, the interfacial temperature 
distribution becomes uniformly constant and the Nusselt 
number distribution almost agrees with the result for the 
constant interfacial temperature case. Conversely, as K 

o.io r 

0.08 

K = I00 

0.06 

0.04 

0.02 -

100 

80 

60 
Nu, 

40 

20 

K = IOO 
CONSTANT TEMPERATURE AT 

INTERFACE 

<r=0.05-»-0.0OOI 

_J I I I I 
0.0 0.5L 

X 

Fig. 7 Effect of wall thickness on interfacial temperature and local 
Nusselt number (constant temperature at outer surface of tube, Pr = 
0.01, Re = 200,000, r0/L = 0.05) 
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decreases, the Nusselt number distribution increases. In fact, 
the K = 1 curve is approximately the Nusslet number 
distribution for constant heat flux with no wall conduction. 
This is because when A" was reduced to 0.1, virtually no 
difference from the K = 1 case was observed. Hence, for A" = 
1, the effect of wall conduction may be neglected. Figures 3 
shows the results for constant temperature at the outer surface 
of the tube for e = 0.01. As K becomes large, the dimen-
sionless temperature 9 ^ — 0, indicating the interfacial 
temperature ts0 approaches to tw. For K > 50, the Nu 
distribution almost agrees with the results for constant in
terfacial temperature. The K = 0.1 curve for the Nu 
distribution is approximately the same as that of the constant 
heat flux Nu distribution with no wall conduction. However, 
even though the Nux for low K is larger than that for large K, 
the actual heat transfer is smaller because for small A", 0 ^ = 
1, i.e., ts0 ~ tfe, indicating that the fluid has gained very little 
energy. 

Now the effect of wall thickness on the interfacial tem
perature distribution and Nuv is discussed. Figures 4 and 5 
show the results of constant heat flux at the outer surface of 
the tube for K = 10000 and K = 10, respectively. In Fig. 4, it 
is found that e < 0.0001, the effect of wall conduction can be 
neglected. This can be verified from the identical Nu 
distribution for e = 0.0001 and e = 0.00001. This Nu 
distribution is, in fact, the same as the constant heat flux case 
with no wall conduction. As the wall thickness becomes 
thicker, the wall conduction becomes more important and the 
interfacial temperature becomes more uniform. On the other 
hand, Fig. 5 shows the effect of e depends on the value of A". 
When K = 10, for e = 0.0001 to 0.05, all the interfacial 
temperature and Nu distributions reduce to the same as those 
without wall conduction. This indicates that for low K, the 
effect of wall conduction is unimportant. 

Figures 6 and 7 show the results of the case with constant 
temperature at outer surface for K = 1 and 100, respectively. 
It is found that for small e, the dimensionless interfacial 
temperature Qs0 — 0, that is, t^ — t„, and also, the Nu r 

approaches asymptotically to the results for the nonwall 
conduction situation. For larger e, the effect of wall con
duction is important for A" = 1 and insignificant for A" = 100. 
This is contrary to the above situation for the case with 
constant heat flux at the outer surface of the tube. 

The case of Pr = 0.1 and Re = 5 x 104 was also studied 
extensively. The results are quite similar to those shown in 
Figs. 2-7 (for Pr = 0.01 and Re = 2 x 105). However, the 
effects of wall conduction are more important for the lower 
Pr case. The relative importance of wall conduction for 
various Pr's is given in Tables 2 and 3. 

Another case that was focused upon is when Pr = 0.72 and 
Re = 5 x 104. Again the results are similar to those shown in 
Figs. 2-7. However, for this higher Pr case, the effects of wall 
conduction are much less significant compared to the lower Pr 
cases. In fact, the wall conduction effect is almost negligible 
(see Tables 2 and 3). This is expected because Siegel and 
Sparrow [14] showed that for turbulent flow in a tube, the 
Nusselt number results for uniform wall temperature and 
uniform heat flux at the interface are nearly identical for Pr 
> 0.7. Hence axial wall conduction, which would yield results 
between these two, would show little effects. 

Figures 2 to 7 revealed similar results for the effects of wall 
conduction compared to those for laminar flow [5], but to a 
lesser extent. In other words, the influence of wall conduction 
is less for turbulent flow than for laminar flow. It is clear that 
the effects of wall conduction decrease as the Reynolds 
number increases. The dependence of the effects of wall 
conduction on the Reynolds and Prandtl numbers can be 
explained quite easily. For low Prandtl and Reynolds num
bers, the fluid conduction near the wall is significant com
pared to the bulk fluid heat transport, and therefore, the 

effects of wall conduction should be more significant for 
lower Prandtl and Reynolds numbers. 

For the case of constant heat flux at the outer surface of a 
tube, Table 2 provides some useful information as to under 
what conditions the wall conduction is significant. In general, 
when the heat flux is constant on the outside of the tube, wall 
conduction is negligible when (/) Pr > 1, or (//) K < 103 for a 
thin wall. It is interesting to note that when wall conduction is 
important (for low Pr), the results correlate strongly with Ke. 
This indicates that the deviation in the Nusselt number is 
caused mainly by wall conduction in the axial direction. 
Similarly, for the case of constant temperatures at the outer 
surface of a tube, Table 2 provides some useful information 
as to under what conditions the wall conduction is significant. 
For this constant temperature case, it can be seen that the wall 
conduction is negligible when (i) Pr > 1, or (//) A" > 10 for a 
thin wall. However, for this second case, the deviations in the 
Nusselt number correlate strongly with K/e. This indicates 
that wall conduction in the radial direction is dominant in this 
case. 

Conclusions 

The influence of wall conduction on heat transfer for 
turbulent flow in a circular tube is analyzed. At the outer 
surface of the tube, it is assumed that either the heat flux is 
uniform or the temperature is constant. It is shown that for 
certain values of Reynolds numbers, Prandtl numbers, 
conductivity ratios of solid to fluid, and dimensionless wall 
thicknesses, the wall conduction effect may be important, It 
was found, as expected, that the effect of conduction in the 
wall is negligible when the wall is sufficiently thin. 

The following conclusions can be drawn from the present 
analysis: 

1 The wall conduction has more influence for laminar flow 
than for turbulent flow. This is based on comparison of the 
present results with those for laminar flow in the literature. 

2 The effect of wall conduction has a more significant 
effect on heat transfer for low Pr than for high Pr. 

3 For constant heat flux at the outer surface of a tube, the 
effect of wall conduction on heat transfer increases with the 
increase of the conductivity ratio. 

4 For constant temperature at the outer surface of a tube, 
the effect of wall conduction on heat transfer increases with 
the decrease of the conductivity ratio. 

5 Depending on the values of various parameters, the wall 
conduction can change the value of the Nusselt number by 
almost 30 percent compared to the case when wall conduction 
is not considered. 
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Thermal Stability of Two Fluid 
Layers Separated by a Solid 
Interlayer of Finite Thickness and 
Thermal Conductivity 
Stability limits of two horizontal fluid layers separated by an interlayer of finite 
thermal conductivity are determined. The upper cooled surface and the lower 
heated surf ace are taken to be perfectly conducting. The stability limits are found to 
depend on the ratio of fluid layer thicknesses, the ratio of interlayer thickness to 
total fluid layer thickness, and the ratio of fluid thermal conductivity to interlayer 
thermal conductivity. Results are given for a range of values of each of the 
governing parameters. 

Introduction 

Natural convection flows are a common occurrence in 
technological devices. Buoyancy forces result in fluid motion 
through a complex relationship between density and velocity 
fields. A common example might be heat transfer across an 
unventilated air gap in a building or a solar collector. Under 
some circumstances, it is desirable to inhibit natural con
vection. A flat solar collector with a glass cover might be 
much more efficient with two glass plates or, as suggested by 
Edwards [1], with multiple thin sheets of a transparent 
material. The problem then becomes one of knowing when 
convection will occur. In this work, we address only the case 
in which there is one interlayer and we generalize this cir
cumstance to arbitrary thickness, thermal conductivity, and 
location (see Fig. 1). The cooled upper and heated lower 
surface are assumed to be perfectly conducting. 

Thermal stability of a fluid layer heated from below has 
been the subject of a large number of studies and the state of 
knowledge of the linear theory is now virtually complete. A 
history of the subject is found in Chandrasekhar's book [2]. 
The only work we are aware of that addresses the stability of 
two fluid layers is that of Gershuni and Zhukhovitskii [3]. 
Gershuni analyzed the stability of two fluid layers separated 
by a centrally located interlayer. We will show that allowing 
the interlayer to be arbitrarily located between the heated and 
cooled surfaces dramatically increases the complexity of the 
problem. 

Governing Equations 

The equations that govern the physical situation to be 
studied are the steady two-dimensional Oberbeck-Boussinesq 
equations 

V-v = 0 (1) 

vV2v- VP/p0-pgk/p0 = (\'V)y (2) 

a V 2 T = ( v . V ) T (3) 

p = Po[l-p\T-T0)] (4) 

Equations (1-4) must be satisfied in both fluid regions, and in 
the thermal barrier we have 

v2r=o 
The boundary conditions for these equations are 

(5) 
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v{y,Zi) = \(y,-Zi) = y(y,Zi) = v(y,z2) = 0 

T(y,z3)=T„, T(y,z2)=Tc (6) 

The fluid layers are of infinite extent so periodicity conditions 
are imposed 

v(y,z) = v(y + \,z) 

T(y,z) = T(y + \,z) (7) 

The base state, no motion, solutions are 

v = 0 (8) 

and 

T„-Tr 
T=TH 

(1 + ^ + ^ * kB L, 

(5?)' z 3 < z < - z , (9a) 

T„-Tr 
T=TH-

\ J-i I Kfi Li I / 

/ 1 + k_ LB (Z + ZI)\ 

lc \ \ Li kg LB / 

-Z\ < Z < Z i (9b) 

T=TH 

T„-Tc 

1 + r4 
L\ Kg J^i 

kg Lj 

/ j k_ Lg Lz (z-z,)\ 
k \ \ Lj kg Lx h2 / 

z, <z<z2 

COOLED SURFACE 

7 / / / / / / / / / / / / / / / / / / / / / / / / / / -t 

(9c) 

^1 / / / ; ; / ; ; ; / / ; / ; ; / / / / ; / ; 77 

LR.I<R - * > Y THERMAL BARRIER L B ' K B 

_ Z ] • / / / / / / / / / / / / / / / / / / / / / / \ / / / 

REGION 1 , ' . 
L , ,k 

Z 3 ; / / / / / / / / / / / / / / / / / / / / / / > / / / T H 
HEATED SURFACE 

Fig. 1 The physical problem 
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To obtain the stability equations, we perturb these base state 
solutions and substitute them in equations (1-3). 

Scaling is done separately for each of the fluid regions 

v , '=vfa /L, T[ = T\LTX T'B = TB^T, 

v^ = vfa/L2 Ti = TSAT2 

Analyzing the disturbance quantities into normal modes, 
substituting them into equations (1-3), and operating in 
equation (2) with k«curl2, we obtain for region 1 

(U?-flf)2^,=flfRa,fli 
(Dj-abd^-Wt 

for region 2: 

Z , = 

(D\-a\y 

Z-Zi 1 

~ 2 

W2=a2
2Ra262 

(Dl-a\)e2 = 

Z2 = 

and for the thermal barrier 

where D, denotes 

(D\-

zB 
d 

AT ' 

1 

~2 + 

-a2
B)6B 

-W2 

z2 -z 
L2 

= 0 

= z/LB 

(10) 

(11) 

(12) 

The wave numbers are all related to a common disturbance 
wavelength 

a1=27rL1/X, a2=2^L2/\, aB = 2-wLB/\ (13) 

The boundary conditions for equations (10-12) are 

Wk{±\/2) = DkWk{±\/2) = Q2{\/2) = ei{-\/2) = 0, 

A: =1,2 (14) 

0,(1/2) = M ~ 1/2), BBl(-\/2) = BB(\/7) (15) 

and 

A(\+B) — Dlel(l/2)=DBeB(-\/2) 
KB 

A(\+B)~ D1e1(-\/2)=DBeB{\/2) 
kB 

(16) 

where 

A=LB/(L1 +L2)andB=L2/L,. 

Equations (10-12) with (14-16) form an eigenvalue problem 
for Raj and Ra2 with A, B, and k/kB as parameters. It is 
important to realize that the appearance of A and k/kB as a 
single group in the boundary conditions results from the use 
of more than one length scale in the nondimensionalization. 
The natural parameters of the perturbation equation (those 
obtained using a single length scale) are A, B, and k/kB. The 
group A (1 +B) k/kB = LBk I LxkB — the fluid/midlayer 
conductance ratio - appears only as a parameter for the base 
state heat transfer, and thus will arise only in the overall 
Rayleigh number of the system. 

More specifically, although the entire system admits an 
undamped convective disturbance at some point, one may 
view the thicker layer as becoming unstable and driving 
convection in the thinner layer. Thus the stability limit of this 
system is most directly characterized by the Rayleigh number 
of the thicker of the two layers - by the Rayleigh number of 
the layer that first becomes unstable. This, in turn, depends 
on the three parameters, A, B, and k/kB. The overall 
Rayleigh number is introduced only as a global design 
parameter - it does not clearly represent parametric effects on 
the stability limit. The importance of this fact will be made 
clear in the discussion of the results. 

Some important characteristics of the governing equations 
are proven in [4]. In particular, solutions for midlayer 
locations that are symmetric about the center of the layered 
system are identical - the solution for an upper-to-lower fluid 
layer aspect ratio of B is identical to that for \/B. This in
dicates that the stability of each fluid layer depends only upon 
which boundary conditions are imposed on it, not on whether 
they are imposed at the top or bottom of the layer. This 
symmetry principle also allows us to solve the problem for 
midlayer locations to just one side of the center. We have 
accordingly solved the problem only for B < 1, since solutions 
for B > 1 are the same as those for l/B. 

The principle of the exchange of stabilities, which we 
assumed here at the outset, is also proven in [4]. 

Stability 

The Galerkin method will be used as outlined by Chan-
drasekhar [2] to obtain solutions to the eigenvalue problem 
previously mentioned. Beam functions [5] will be used to 
approximate the vertical velocity, and the energy equation 

« l 

A 

B 

c, 
g 

k 
kB 

k 
L, 
P 

Ra, 

R a r 

= dimensionless disturbance 
wave number for region i, 
(2w/\)Li 

= midlayer/total fluid layer 
aspect ratio, LBI (L{ +L2) 

= upper/lower fluid layer 
aspect ratio, L2/Lx 

= even beam function 
= body force/unit mass 

(constant and uniform) 
= fluid thermal conductivity 
= midlayer thermal con

ductivity 
= unit vector in the z-direction 
= thickness of layer i 
= fluid pressure 
= Rayleigh number for region 

; ' ,gi3Ar,L3/w 
= overall Rayleigh number, 

g$(TH-Tc){L{+LB 

+ L 2 ) 3 / r a 

Si 
T 

Tc 

T„ 

V; 

w, 

x,y,z 

z, 
Crnalr T 

= 
= 

= 

= 

= 

= 
= 

n 4 

odd beam function 
temperature 
temperature of the cold 
upper isothermal surface 
temperature of the hot lower 
isothermal surface 
vector fluid velocity in 
region /' 
dimensionless amplitude of 
normal mode fluid velocity 
disturbance in region i 
Cartesian coordinates 
dimensionless z-coordinate 
in region i 

vrrccK i n d i c i a 
a 

P 

AT, 

= 
= 

~ 

fluid thermal diffusivity 
fluid coefficient of volume 
expansion 
temperature difference 
across region; 

0, 

X 
h>to 

V 

p 

= dimensionless amplitude of 
normal mode temperature 
disturbance in region i 

= disturbance wavelength 
= eigenvalues of even, and 

odd, beam functions 
= fluid kinematic viscosity 
= fluid density 

Subscripts and Superscripts 
1,2,5 

' 
* 

= 
0 

= a variable or parameter in 
fluid regions 1 or 2, or the 
thermal barrier, respectively 

= a disturbance quantity 
= a nond imens iona l i zed 

variable 
= a two-dimensional matrix 
= a reference state quantity for 

t h e B o u s s i n e s q a p 
proximation 
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will then be solved for the temperature perturbations. The 
beam functions C,- and S, are themselves eigenfunctions of the 
problem y™ = tfy, y(±l/2) = y' (±1/2) = 0, and thus 
meet the boundary conditions on IV, identically. Satisfying 
the momentum equations using the Galerkin method yields 
the determinant that must be zero. 

The series representations assumed for the velocity are 

Noting that 

W i = E ^ / M z i ) . w2=^Ajihz2) 

where: 

*J(Zi) = 
Cm(Zl), m = ( / + l ) / 2 a n d / = l , 3 , 

Sm(Z[), m = i/2andi = 2,4, . . . 

(17) 

(18) 

fC,„(Z2), m = ( / + l ) / 2 a n d / = l , 3 , . . . 
ti(Z2) = \ (19) 

[Sm(Z2), m = i/2andi = 2,4, • • • 

The corresponding temperature profiles obtained as solutions 
to 

£>faf-B?0?=-tf, *=1,2 (20) 

are 

A * = 
-cosh \mZk cos\„,Zk 

' (X?„-ai)cosh(Xm/2) (\j„+ai)cos(.\m/2) 

+ Z?fcosh akZk+Efs'mhakZk, m=(i+1)/2 

andA:=l,2 (21) 

for / = 1, 3, . . . and 

k _ ~ sinh fi,„Zk smixmZk 

' (l4„ - «*)sinh(/x,„ /2) (n2
m + a£)sin(ft„ /2) 

+£>fcosh akZk+Efsinh akZk, m = i/2, k=l,2 (22) 

for / = 2, 4, . . . . The disturbance temperature then becomes 

^ = U^*</ ,*(2fr) +£>*cosh akZk+Eksinh akZk (23) 

The disturbance temperature in the barrier or interlayer - the 
solution to equation (13) - is 

6B=McoshaBZB+NsinhaBZB (24) 

The constants of integration are found by satisfying the 
boundary conditions on 8 at the heated and cooled surfaces 
and the matching conditions at the interlayer. The result is 

MZ*)=E^*^(Z*)+L^iVy(Z*),(^ k
kZ\ (25) 

where the functions *f* and ifJ are given in the Appendix. 
Substituting the derived expressions for 6k and the assumed 

series for Wk into equations (10a) and (11a), and then 
weighting and integrating over the regions (k = 1 and 2) yields 
the following matrix equation 

-ajRaJ 

M-ajR&2K 
= 0 (26) 

where 
p 1/2 p 1/2 

L = 1 - 1/2 ̂  ( ^ " ̂  ^ rfZ' ^ = J - 1/2 ̂  *''' dZ' 

- p 1/2 _ p 1/2 

7=)_,/2*J*/2dZl 7 =J-./2^^ l r f Z 2 (2?) 

p 1/2 p 1/2 

M= \_Jl{Dl-alYtidZ2 K= \ _in ti*fdZ2 

Ra2=fi4Ra, and a\=B2d\ M a " u "2 —" "1 (28) 

and applying the requirement for nontrivial solutions, we 
obtain from equation (26) 

L \ 0 
I 

o i^r 
-ajRa, 

N 

B6J B6K 
(29) 

which has the form of a generalized eigenvalue problem. The 
choice of an iV-term approximation for the velocity yields a 
27V by IN matrix, whose eigenvalues must be found. 

To find the minimum Rayleigh number, values of A, B, and 
k/kB are selected. Then values of Raj are obtained for three 
values of a, (a first guess is made for a,, and the second and 
third values are chosen by increasing and decreasing the first 
value by 1 percent.) A parabola is fit through the three points, 
Ra! = Cj +c2a{ +0^0]. 

Subsequent values are determined from the requirement 

rfRa! 

da, 
= 0 (30) 

and the sets of three are updated so that the value of a, 
associated with the smallest value of Ra! is always chosen. 
Iterations are conducted until further iteration results in less 
than a 0.01 percent change in Ra. 

Results 

The stability of two fluid layers separated by a finite 
thickness, finite thermal conductivity interlayer has been 
determined. The results are presented in Table 1, where the 
overall critical Rayleigh number 

gl3(TH-Tc)(L1+L2+LBy 
R a r = 

va 
is given for 0.01 <A< 1.0,0.125 < B < 1, and 0 < k/kB 

< 100. The critical Rayleigh number of either layer is related 
t o R a r b y 

Ra7- = Ra,(l +B)4(\ +A)2(l +kA/kB) 

and Ra, =5 4 Ra (31) 

In all cases, a six-term approximation was used in con
junction with a 101 point Simpson's rule quadrature of the 
integrals. (The computations were made in double-precision 
arithmetic on an IBM 3033 computer.) Eight term ap
proximations showed a decrease in the Rayleigh number of 
only about 0.01 percent, and no significant change was noted 
as the number of quadrature points was increased. Hence the 
values given in Tables 1 and 2 should be accurate to at least 
four significant figures. 

Results are presented only for B < l - t h a t is, for the 
midlayer lying at or below the center of the layered system. 
Solutions for B> 1 are given by the symmetry principle. The 
maximum Rayleigh number always occurs when the layer is 
centered. For a thin layer (say, A = 0.01) that is perfectly 
conducting (k/kB = 0), the critical value of the Rayleigh 
number for B = 1 is about 16 times that of a single layer, as we 
would expect. Likewise, as B tends to zero (or infinity), the 
limiting value is on the order of that for a single layer. 
Calculations were also performed for B = 2, 4, and 8 to verify 
that the numerical solutions were consistent with the sym
metry principle. In all cases, an exact agreement between Ra r 

for B and 1/5 provided verification of our numerical 
procedure. 

Figure 2 shows the variation of R a r with the midlayer 
location and conductivity for a thin layer. For a given k/kB, 
R a r drops off rapidly as the midlayer is moved away from the 
center - a result of the decreasing stability of the thicker layer. 
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Table 1 The overall Rayleigh number at which convection initiates 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

0 

2819 
4296 
8909 

28156 

0 

3641 
5550 
11509 
36373 

0 

6011 
9161 
18997 
60039 

0.2 

2641 
3910 
7943 
22221 

0.2 

3452 
5208 
10777 
32603 

0.2 

6082 
9258 
19215 
60090 

A = 

1 

2646 
3909 
7910 

21854 

A 

1 

3625 
5423 
11096 
32292 

A 

1 

6898 
10452 
21597 
66475 

= 0.01 

5 
2704 
4007 
8115 

22595 

= 0.1 

5 

4586 
6910 
14160 
42114 

= 0.3 

5 

12106 
18387 
37981 
117816 

10 

2784 
4140 
8400 

23650 

10 

5909 
8942 
18385 
55727 

10 

18882 
28718 
59400 
185539 

20 

2960 
4423 
9000 
25780 

20 

8629 
13098 
27016 
83226 

20 

32525 
49517 
102527 
321887 

100 

4566 
6906 
14189 
42853 

100 

30687 
46729 
96769 
303938 

100 

141951 
216303 
448377 
1414980 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

0 

21887 
33359 
69173 

218620 

0.2 

25144 
38324 
79469 

251119 

A 

1 

38266 
58318 
120924 
381996 

= 1.0 

5 

104485 
159237 
330171 
1043082 

10 
187471 
285716 
592435 
1871908 

20 

353516 
538794 
1117217 
3530419 

100 

1682111 
2563776 
5316218 
16801358 

Table 2 The thicker layer Rayleigh number at which convection initiates 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

B\k/kB 

0.125 
0.25 
0.5 
1.0 

0 

1708.0 
1708.0 
1708.0 
1708.0 

0 

1708.0 
1708.0 
1708.0 
1708.0 

0 

1708.0 
1708.0 
1708.0 
1708.0 

0 

1708.0 
1708.0 
1708.0 
1708.0 

0.2 

1596.8 
1551.3 
1519.7 
1345.3 

0.2 

1616.0 
1599.6 
1596.2 
1527.9 

0.2 

1630.6 
1628.3 
1629.8 
1612.7 

0.2 

1635.1 
1635.1 
1635.2 
1634.9 

A = 

1 

1587.2 
1538.6 
1501.5 
1312.6 

A 

1 

1545.6 
1517.2 
1497.0 
1378.5 

A--

1 

1507.9 
1498.9 
1493.7 
1454.7 

A--

1 

1493.1 
1492.9 
1492.9 
1492.2 

= 0.01 

= 0.1 

= 0.3 

= 1.0 

5 

1560.3 
1517.0 
1481.7 
1305.4 

5 

1433.9 
1417.8 
1401.0 
1318.4 

5 

1376.0 
1371.2 
1365.9 
1340.7 

5 
1359.0 
1358.8 
1358.7 
1358.2 

10 

1533.7 
1496.3 
1464.1 
1304.2 

10 

1385.7 
1375.9 
1364.2 
1308.4 

10 

1341.3 
1338.5 
1335.2 
1319.6 

10 

1330.0 
1329.9 
1329.9 
1329.5 

20 

1494.5 
1465.3 
1437.9 
1303.2 

20 

1349.1 
1343.6 
1336.5 
1302.7 

20 

1320.3 
1318.8 
1316.9 
1308.1 

20 
1313.7 
1313.6 
1313.6 
1313.4 

100 

1383.2 
1372.8 
1360.2 
1299.8 

100 

1308.5 
1307.3 
1305.6 
1297.5 

100 
1301.2 
1300.9 
1300.4 
1298.5 

100 

1299.7 
1299.7 
1299.7 
1299.6 
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-B=0.50 

-B = 0.25 

•B = 0.125 
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Fluid to Midlayer Conductivity Ratio, k/k0 
D 

Fig. 2 The effect of midlayer location and conductivity upon fluid 
stability: A =0.01 

100,000 

50,000 

-A=0.3 

A = 0 . 1 -

10 

Fluid to Midlayer Conductivity Ratio, k/k„ 
D 

Fig. 3 The effect of midlayer thickness and conductivity upon fluid 
stability: B = 1 

As k/kB-~<x for a given B, R a r continues to rise almost 
linearly, because of the increasing resistance of the thermal 
barrier and the corresponding decrease of the AT* over each 
fluid layer (for a given TH — Tc). The abrupt drop in Ra^, as 
k/kB is increased from zero, results from decreasing damping 
of the thermal disturbance in the midlayer. This drop can be 
better interpreted in terms of the thicker layer's Rayleigh 
number, below. The drop is smoother for larger values of A, 
since a thicker layer provides more damping for a given 
conductivity ratio. 

Figure 3 shows the effect of midlayer thickness and con
ductivity upon RaT for fluid layers of equal height. It also 
shows that as the midlayer becomes thin - as A decreases -
there is an increasingly wide range of k/kB for which there is 
little effect of interlayer resistance on the overall stability. 
This rather surprising result implies that the interlayer 
resistivity does little to supress convection when the fluid is 
relatively nonconductive. 

Figure 3, like Fig. 2, shows that R a r increases linearly as 
k/kR — oo, although it does so more steeply for larger A. 

Again, this is the result of the increasing resistance of the 
thermal barrier. For k/kB=0, R a r increases as (1 +A)3 - a n 
effect of geometry on the layer AT's. As k/kB increases from 
zero, R a r drops in thin midlayers and remains constant for 
thicker midlayers. This is again the consequence of reduced 
disturbance damping in the midlayer. 

The unusual variation of R a r for smaller values of k/kB 

obscures parametric effects upon fluid stability. To clarify 
such effects, it is better to consider the Rayleigh number of 
the thicker individual layer (see Table 2). 

Figure 4 shows the individual layer Rayleigh number, Ra,, 
as a function of k/kB for 5 = 1 and various values of A. 
Several important limits are apparent here: 

8 k/kB=0: The midlayer is ideally conducting and the 
disturbance does not travel into it. We have two independent 
layers with isothermal wal ls -a standard Benard problem. 
The computed Ra, is 1707.97 as compared to the exact value 
of 1707.76. 

• k/kB^oa; The problem again decouples because no 
disturbance is carried from one layer to the other. As this limit 

Journal of Heat Transfer AUGUST 1984, Vol. 106 / 609 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1708 
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J3 
E 

1296 

1400 -

Fig. 4 The effect of midlayer thickness and conductivity upon thicker 
layerstability:B=1 

is approached, the boundary condition at the midlayer ap
proaches that for a fixed heat flux-that is, the wall tem
perature gradient resists perturbations (see equation (16).) 
Sparrow et al. [6] obtained a limit value corresponding to 
Ra, = 1295.78. (Of course, the case kB=Q has no real 
meaning, since there can be no temperature gradients.) 

• ,4—0: In this limit the solution becomes discontinuous. 
For k/kB=0, we still obtain the Benard solution, but for 
k/kB>0, Ra, quickly drops toward the limiting value for 
k/kB — oo. As before, the midlayer temperature gradient is not 
easily perturbed (see equation (16)), and we approach the case 
of a fixed wall heat flux. Some additional discussion of this 
limit is given in [4]. 

In view of these limits, the parametric trends in the in
dividual layer Rayleigh numbers are clear. Thicker midlayers 
increase individual layer stability because of higher distur
bance damping. Higher conductivity midlayers lead to in
creased stability for the same reason. The small k/kg 
behavior of Ra r is easy to explain once we have this in
formation: the abrupt drop apparent in Fig. 2 corresponds to 
that region where the Rayleigh number for the thicker layer 
decreases to its limiting value. Thereafter, Ra r grows linearly 
with k/kB (see equation (31).) 

Figure 5 shows how the Rayleigh number of the thicker 
layer varies with k/kg for A =0.01 and several values of B. 
We again draw attention to the limiting values as k/kB ap
proaches 0 and oo, since the two layers decouple in these limits 
and the midlayer location can no longer affect stability. When 
B=\, the individual layer stability is now at its minimum 
since the opposing layer has reached its most unstable point. 
Here the least energy is needed for one layer to drive con
vection in the other. The Rayleigh number of the thicker layer 
increases rapidly as the midlayer is moved off-center. As B — 0 
the stability curve approaches that for a single layer with a 
thermally resistive coating over one isothermal wall. The 
latter problem was considered by Nield [7], and our results for 
B = 0.125 are close to his for the larger values of A and kl kB. 

Table 2 shows that the effect of midlayer position on the 
Rayleigh number of the thicker layer is strongest when A is 
small. As ,4 —oo, the layers will again decouple and are not 
affected by differences in their respective thicknesses. 

1708-— 

1600 

u 

I 1400 -

1296-= 

Fluid to Midlayer Conductivity Ratio, 

Fig. 5 The effect of midlayer location and conductivity upon thicker 
layer stability: A = 0.1 

One can clearly make Ra r large by increasing A, if the 
midlayer is to be used to inhibit convection. However, the 
midlayer thickness will be limited by other factors. For 
example, the midlayer in a solar collector must be thin enough 
to keep the transmittance high. Centering the midlayer by 
setting B = 1 also serves to maximize the stability, which 
decreases strongly as the midlayer is moved off center. For 
B=\ and , 4 -0 , Ra r = 16*1300 = 20,800 is the minimum 
Rayleigh number obtained for any k/kB, so the benefit of 
even a single midlayer is quite high. 

Our results are compared with those of Gershuni and 
Zhukhovitskii in Table 3. Our values are all slightly lower as 
we would expect. They used a one-term approximation of a 
somewhat crude form. It is surprising that there is not more 
difference between the results. 

As an example of the use of these results, we consider the 
following problem: a covered, horizontal, flat-plate solar 
collector has a 1.27 cm air layer partitioned along its 
horizontal center plane by a 0.013 cm thick Teflon film. The 
stability parameters are A = 0.01, B = 1, and k/kB=QA0. 
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Table 3 A comparison of results from this work with those of Gershuni:'"' Rat for B = 1 

0 0.2 

A =0.01 
This work 
Gershuni 

= 0.1 
This work 
Gershuni 

= 0.3 
This work 
Gershuni 
= 1.0 
This work 
Gershuni 

1708.0 
1708.1 

1708.0 
1708.1 

1708.0 
1708.1 

1708.0 
1708.1 

1345.3 
1345.7 

1527.9 
1528.1 

1612.7 
1613.0 

1634.9 
1635.4 

"computed from Gershuni's equations 

The overall critical Rayleigh number given in Fig. 2 is Ra r = 
22,500. 

Naturally, the present results are not exhaustive. More 
extensive modeling might include the effect of sidewalls, 
which should increase the stability of a horizontally small 
layer; or it might deal the effect of finite outer wall con
ductivity which will yield a reduction of stability. 

Conclusions 

1 Critical Rayleigh numbers are presented in Tables 1 and 2 
for a system of two horizontal layers separated by a midlayer 
of finite thermal resistance. 

2 The partitioned fluid layer is most stable when the 
midlayer is centered. 

3 The overall stability for relatively thin midlayers is not 
significantly affected by the midlayer conductivity. 

4 Gershuni and Zhukhovitskii give a reasonable ap
proximation to Ra,- for B= 1. Moreover, their statement that 
the critical Rayleigh number of the thicker fluid layer is 
bounded above by its isothermal midlayer value (1708) and 
below by its constant heat flux value (1296) proves to be true 
for all midlayer locations. 

References 

1 Edwards, D. K., personal communication, University of California, Ir
vine, July 21, 1982. 

2 Chandrasekhar, S., HydrodynamicandHydromagneticStability, Oxford, 
Clarendon Press, 1961. 

3 Gershuni, G. Z., and Zhukhovitskii, E. M., Convective Stability of In
compressible Fluids, Israel Program for Scientific Translations, Jerusalem, 
1976. 

4 Lienhard, J. H., V, "Thermal Instability and Heat Transfer in a Singly 
Partitioned Horizontal Fluid Layer," Master's thesis in Engineering, UCLA, 
1984. 

5 Harris, D. L., and Ried, W. H., "On Orthogonal Functions Which Satisfy 
Four Boundary Conditions: Parts I & I I , " Astrophysical Journal Sup
plementary Series, Vol. 3, 1958, pp. 429-452. 

6 Sparrow, E. M., Goldstein, R. J., and Jonsson, V. K., "Thermal In
stability in a Horizontal Fluid Layer: Effect of Boundary Conditions and Non
linear Temperature Profile," / . Fluid Mech., Vol. 18, No. 4, 1964, pp. 
513-528. 

7 Nield, D. A., "The Rayleigh-Jeffreys Problem with Boundary Slab of 
Finite Conductivity," J. Fluid Mech., Vol. 32, No. 2, 1968, pp. 393-398. 

A P P E N D I X 

Temperature Basis Functions 

To properly formulate the eigenvalue problem, we must 
eliminate the six constants Dk, Ek, M, and N from the ex
pressions defining the temperature basis functions. We 
proceed from equations (23) and (24) with conditions (14), 
(15), and (16). 

B 
1 

1312.6 
1313.0 

1378.5 
1379.2 

1454.7 
1456.5 

1492.2 
1495.0 

5 

1305.4 
1305.9 

1318.4 
1321.3 

1340.7 
1345.9 

1358.2 
1364.5 

100 

1299.8 
1304.2 

1297.5 
1305.0 

1298.5 
1306.4 

1299.6 
1307.6 

The constants Dk may be removed by applying the con
dition of zero temperature disturbance at the outer bounding 
surface. Equation (24) then becomes 

fc = 2>f(tf(Z,)-*f(Zo)-^^) 
, V coshfl̂ Zo / 

+ Ek(sinhakZk —̂— coshakZk) 
\ coshâ -Zo / 

=2>?#< z *)+ £ V(z*) (A1) 

where Z0 is equal to -1 /2 for k= 1 and 1/2 for k = 2, and 
where fif and yk are defined as indicated in equation (Al). 

We may eliminate the constants Ek by matching the fluid 
and interlayer temperatures to obtain 

ek=EAkUf(zk)-pf(-z0)4~^) 
i N 7 (-Z0)/ 

+ ( M c o s h ( ^ ) + ^yVsinh(^)^l-) 
V \ 2 J C0 V 2 / 7*(-Z„)/ 

»I>,*fif(Z,)+{Mcosh(^) 

C0 \ 2 /J Y*( -Z 0 ) 

where C0 is equal to 1 for k = 1 and B for k = 2, and where 
C\ is equal to - 1 for k = 1 and + 1 for k = 2. The function 
5k is defined as indicated in equation (A2). 

By matching the fluid and interlayer heat fluxes at either 
side of the interlayer, we obtain a pair of linear equations for 
M and N. Defining the constants Mk and Nk as 

Mk = CiaBsmh(^Y) 

-A(l+B)-^cosh(^Dk{ln[yk(-Z0)]} (A3) 

A^ = a f i cosh(yJ 

-A(\+B)~ ^ s i n h ( ^ W ( l m y ( - Z 0 ) ] ) (A4) 

where Dk denotes d( )/dZk for k = 1,2. Then we find 

N=(k/kB)(£A}D25j(-Z0) 
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Mi v"' , i *, „i, ~ A M.y Substituting equations (A5) and (A6) into (A2), we obtain V-I , , \ Mi Substituting eqi 
-2jAiDidi(-Z0)J j^-j^ M ^ the final form for (7* 

yk(zk)tf 
-LAM+LAM (^ ^ ^ l 5 ' ( ^ + c o s h ( y ) 

and 

C o 7 * ( - Z 0 ) 

«fl \ C, 7*(Z t ) 

o 7 * ( - Z 0 ) ' 

, ^ \ l / C07 t — Z0) 

\ 2 / CQy" ( - Z 0 ) C0J 

(25) 

= Vy4! t! +Y]y4?t? (A6) This gives the form of the temperature basis functions, $f* 
, ' ' ,• ' and$fy. 
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Coupled Radiative and Conductive 
Heat Transfer in a Two-
Dimensional Rectangular Enclosure 
With Gray Participating Media 
Using Finite Elements 
A numerical solution of the exact equations of coupled radiative/conductive heat 
transfer and temperature distribution inside a medium, and of the heat flux 
distribution at all the gray walls of a two-dimensional rectangular enclosure with 
the medium having uniform absorbing/emitting properties, using the finite element 
method, is presented. The medium can also have distributed energy sources. 
Comparison is made to the results of the P-3 approximation method. 

Introduction 

The finite element method is used to solve numerically the 
exact expressions of radiative heat transfer coupled with the 
conductive mode to predict the temperature profile in the 
medium and the heat flux distributions at all the bounding 
surface of a two-dimensional rectangular enclosure with a 
gray absorbing/emitting medium. The walls of the enclosure 
are considered to be either black or diffuse gray with any 
specified temperature distribution. Internal heat generation 
within the medium can also be considered. The exact 
governing energy balance equation is a highly nonlinear 
partial integro-differential equation which was solved using 
the Galerkin finite element method (FEM) with 
isoparametric, biquadratic, quadrilateral elements and 
coupled with an iterative technique. 

Due to the complexity of coupled radiative/conductive heat 
transfer problems in the two-dimensional geometry, most of 
the work that has been reported in this area is confined to the 
one-dimensional pure radiative case. A finite element ap
proach to combined conductive and radiative heat transfer in 
one-dimension [1-3] has been attempted. Numerically, both 
the Monte Carlo method [4, 5] and Hottel's zonal method [6, 
7] have been applied to multidimensional computations, and 
approximation methods [8-14] have been developed for some 
selected cases of radiative heat transfer. A finite element 
solution of radiative heat transfer in a two-dimensional 
rectangular geometry is presented in [15]. 

The present work is the only numerical analysis of the exact 
equations of combined radiative-conductive heat transfer in a 
two-dimensional rectangular geometry with a gray par
ticipating medium performed to date. Ratzel [16] has used the 
spherical-harmonics approach to develop an approximation 
method to predict the temperature distribution in a medium 
and the heat flux distribution at all the bounding surfaces of a 
rectangular enclosure for the combined radiation-conduction 
case. The FEM results computed in the present study for some 
similar cases are compared with those of Ratzel. 

Analysis 

The objective of this analysis is twofold. First, to formulate 
the exact heat balance equation for the system, and then to 
write mathematical expressions for the heat fluxes at the 
bounding surfaces of the enclosure. Second, to apply the 
finite element technique for solution of the heat balance 

equation to predict the temperature distribution within the 
medium and to calculate the heat flux distributions along all 
the bounding surfaces. 

In order to write the heat balance equation for the system, 
an energy balance is made on a differential volume element 
within the enclosure. To account for all the incoming radiant 
energy from the surrounding medium and from the four 
surrounding walls to the differential element, the interior of 
the rectangular enclosure is divided into four triangular 
regions. This configuration is shown in Fig. 1. 

Considering radiation and conduction as the modes of heat 
transfer and with internal heat generation within the medium, 
the heat balance can be written as follows: 

-kV2T+AaoTA= f ai'du + Q* (1) 

where the first term is the net conduction heat transfer out of 
the differential element, the second term is the radiant energy 
emitted from the differential element, the third term is the 
total radiant energy absorbed by the differential element that 
originates from the surrounding medium and the surrounding 
walls, and the fourth term is the heat generated within the 
differential element due to internal heat sources. The in
coming radiant energy from the medium and the walls can be 
obtained by integrating the directional radiation intensity /' 
over all solid angles co. In this particular geometry, the 
domain can be divided into four triangular regions as men
tioned earlier, and then the incoming radiant energy is ob
tained by integrating piecewise on each of these triangular 
regions over the solid angle and summing the results. Thus, in 
mathematical notation, it can be written as 

,{y) 

„ 

T 3 ( z ) 

II 
rx 

\ +1 ' *2 > / 

— , ^ i v»> 
Contributed by the Heat Transfer Division and presented at the ASME-

JSME Joint Thermal Engineering Conference, Honolulu, Hawaii, March 1983. 
Manuscript received by the Heat Transfer Division March 14,1983. 

Fig. 1 Rectangular enclosure with the differential volume element and 
the surrounding triangular regions 
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+ « ' l e r t r f w + »'right ^ 
J 47T J 47T 

(2) 

where, the nondimensional outgoing radiative heat fluxes for 
lower, upper, left, and right walls are given for diffusively 
emitting and reflecting gray surfaces by 

£ 

Each of the four integals on the right-hand side of equation 
(2) is again composed of the two integral terms: one being the 
radiant energy incoming from the wall and the other from the 
medium. Therefore, the third term in equation (1) is the sum 
of eight integral terms: four are due to the emission from the 
four walls and the other four are due to the emission from the 
four triangular regions of the medium. Deriving these integral 
terms for this particular geometry and introducing these in 
equation (1) and nondimensionalizing, one gets the following 
equation for a gray absorbing/emitting gas with constant 
absorption coefficient 

>/V0 = l - ( J^rjo 

^o,« = « 4 - ( J^r.u 

^ 0 , / = « 3 - ( -)tr,l 

and 

)da 

-2wN'<72u + 2iru4 

= P +o,ioSi(z^-)< J -<*| Vcosa/ 

+ r P K 4 — S o f - ^ - V c K f e ' 
Jo J -a , cosa V cosa / »! COSa 

Z-z 
d<t> 

Jz J - « i C0S</> V COScp / 

JO J - 9 | COS0 V COSB / 

J - T I V COS7 / 

Jy J - 7 i COST V COS-y / 

^ 0 , r t = " l - ( -)tr,rt 

The boundary conditions for equation (3) are as follows 

(0 u(y,Q) = 1 

(ii) u{y,Z) = w4 

(Hi) u(0,z) = u} 

(iv) u(Y,z) = Mi 

The S0 and S, functions in equation (3) are defined as 

r » (• °° dt 
So(g)-\ K0(s)ds=\ Bxp(-gt)—===-

jg Ji ? V F - l 

where K0 is the modified Bessel function of zero order and 

f°° dt 

Ji r 2 V ? ^ l 
The general form of S-functions can be written as 

dt 

(4) 

(5) 

(6) 

(7) 

S.(g)=j i"Exp(-gO> + l V ? _ 

and the recurrence relation is 

dt 

(3) 

where n = 1,2,3, 
The radiative heat flux for the lower wall is given by 

Qr.lo = Qo.lo ~ Qi,Io 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

N o m e n c l a t u r e 

a = absorption coefficient, 1/m 
/ = right-hand-side of equation (3)/2ir 
(' = radiation intensity, W/(m2 - sr) 

k = thermal conductivity, W/(m°C) 
q = energy flux, energy per unit area and time, 

W/m2 

Q'" = energy generation per unit volume and 
time, W/m3 

T = absolute temperature, K 
a = Stefan-Boltzmann constant, W/(m2K4) 

0i,02>Yi>72 = circumferential angles, radians (Fig. 1) 
<jj = solid angle, steradian (sr) 

Dimensionless Parameters 
N = c o n d u c t i o n - r a d i a t i o n p a r a m e t e r , 

ka/4oT2
3 

S = heatsource,irQ'"/2aaT2
4 

u = temperature, T/T2 

x - optical thickness coordinate in Cartesian 
system 

y = optical thickness coordinate in Cartesian 
system 

z = optical thickness coordinate in Cartesian 
system 

Y,Z = optical length and height of the rec
tangular enclosure 

e = surface emissivity 
4> = shape function 
\p = energy flux, q/aT2

4 

rj,£ = fractional optical thickness, y/ Y, z/Z 

Subscripts 

i 
I 

lo 
0 

r 
rt 
u 
1 
2 

3,4 

Superscripts 
# 
' 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

= 
= 

incoming 
left 
lower 
outgoing 
radiative 
right 
upper 
surface 1 
surface 2 
surface 3 or 4 

dummy variable of integration 
directional quantity 
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where, q0j0 and qilo are the outgoing and the incoming 
radiative heat fluxes at the lower wall, respectively. Sub
stituting in equation (13) the exact expression for the in
coming radiative heat flux for the lower wall of the rec
tangular enclosure and then introducing the functions S, and 
S2 and nondimensionalizing, one gets the dimensionless 
radiative heat flux at the lower wall as 

</v,/0 (>">z = 0) = tojo (y<z = 0) 

</-o,„cos0S2 ( — - ) d<j> . 
TV LJ - « ! \COS(/>/ 

+ [ ( 2 u4Sx(-^~-)d<t>dz* 
J o J -<t>i V cos0/ 

+ L io,r, sin7S2 ( -—— ) dy 
J 0 ' \ COST / cosy 

The total heat flux distribution at the lower wall in dimen
sionless form is given by 

tio(y,z = 0)=-4N-1^- I + ^rjo(y,z = 0) (15) 

where, 

-4N-
du 

dz U=o 

is the conduction heat flux at the lower wall. 

Similarly, the dimensionless radiative heat flux can be 
derived for the upper wall as 

'l'r,uiy>z=Z) =$0jU-(y,z = Z) 

&,,/<; cosaS2 ( )da 
IT LJ -«! Vcosa/ 

u*SA — )dadz* 
0 J - a , V COSa / 

f n / Y-y \ 
+ t^sinySji—— )dy 

Jo \ cos-/ / 

+ [ V2 u*Sx(- ~)tanydy dy*] (16) 
Jy Jo V cosy / J 

and the total heat flux distribution at the upper wall in 
dimensionless form can be expressed as 

du 
tu(y,Z = Z)=~4N 

dz z=z 
+ i,,u(y,z=Z) (17) 

The dimensionless radiative heat flux for either side wall is 
given by 

tr,i(y = 0,z) =^ojiy = 0,z) 

to,rtCOSyS2( )dy 
IT LJ -Ti Vcosy/ 

+ \Y\12 u*Sl(-^)dydy* 
Jo J -TI Vcosy/ 

+ ^0, /0sinaS2( )dot 
Jo Vcosa/ 

+ P ("2 u4S, ( Z~Z )tanadadz* 
J 0 J 0 V cosa / 

1 *2 / Z — Z \ 
^Oi„sin052 ( — ) d<t> 

0 V cos0 / 

+ f [ 2 u*sA Z ~Z )tan0ar<frfe*l (18) 
Jz Jo V cos<£ / J 

and the dimensionless total heat flux distribution for either 
side wall can be given by the following 

4<i(y = 0,z)=-4N~ I ++rJ(y = 0,z) (19) 
ay \y=o 

*Po,io< i'cui $a,h a n d ^0,rt m aH the preceding heat flux 
equations are given by equations (4), (5), (6), and (7), 
respectively. 

Finite Element Solution 

The Galerkin finite element formulation is applied to 
equation (3) by writing it in the form 

-AV2u + B(ui)u=f(y,z,u4y, 0<>-<y 

0 < z < Z (20) 

where the left-hand side has been modified from equation (3) 
by a factor of 2ir. 

The standard application of the Galerkin method results in 
the set of nonlinear algebraic equations 

T,KUaj=fh '=1,2, 
y = i 

N (21) 

where 

1.0 
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\ V V S N ^ - X 
V v Y \ \ r 0 . 0 5 s 

\ \ \ > \ X A 
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N \ xx jr 

H.O / S 
^ CO 

[17] 
METHOD [ l 8 j 

K' ^ ^<S \ N 

x \ V 
N. ^ 0 \ \ 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

NONDIMENSIONAL POSITION i 

Fig. 2 Nondimensional centerline temperature profiles for different 
values of N with black walls, bottom wall nodes at nondimensional 
temperature, u = 1.0, lower corner nodes at o = 0.75, other wall nodes 
at u = 0.5, S = 0 
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Fig. 3 Nondimensional total heat flux at the lower wall for different 
values of N with black walls, bottom wall nodes at nondimensional 
temperature, u = 1.0, lower corner nodes at u = 0.75, other wall nodes 
at u = 0.5, S = 0 
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Fig. 5 Fractional conductive heat flux at the lower wall for different 
values of N with black walls, bottom wall nodes at nondimensional 
temperature, u = 1.0, lower corner nodes at u = 0.75, other wall nodes 
at u = 0.5 
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Fig. 4 Nondimensional centerline temperature profiles in rectangular 
enclosures of different aspect ratio with black walls, bottom wall nodes 
at nondimensional temperature, u = 1.0, lower corner nodes at u = 
0.75, other wall nodes at u = 0.5, S = 0 

ij^ 1,2, • • -N 

and 

fi = \nAy,z,U^dQ; ; = 1,2, N 

(22) 

(23) 

and ay are unknown coefficients to be found by solution of 
equation (21) iteratively. The </>'s are the "shape functions." 
After completion of solution of equation (21), u is given by 

0.2 0.4 0.6 0.8 1X3 
NONDIMENSIONAL POSITION f 

Fig. 6 Nondimensional centerline temperature profiles in a square 
enclosure with gray walls, bottom wall nodes at nondimensional 
temperature, u = 1.0, lower corner nodes at u = 0.75, other wall nodes 
at u = 0.5, S = 0 

u(y,z) * U(y,z) = YJ aj<t>j (y>z) (24) 
y = i 

In this analysis, the system domain was subdivided into 
isoparametric, biquadratic, quadrilateral elements having 9 
degrees of freedom (or nodes) per element. Sixteen elements in 
a square enclosure of unit optical thickness gave good results. 
The shape function was chosen to be a Lagrangian tensor 
product biquadratic. The numerical integration was per
formed using a second-order Gaussian quadrature integration 
scheme. In all cases, the relative change in u between the final 
iterations was less than 0.001 at all nodes. The computer time 
requirement for solution was strongly dependent on the values 
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Fig. 7 Nondlmensional total heat flux at the lower wall in a square 
enclosure with gray walls, bottom wall nodes at nondlmensional 
temperature, u = 1.0, lower corner nodes at u = 0.75, other wall nodes 
at u = 0.5, S = 0 
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Fig. 8 Fractional net radiative heat flux at the lower walls in a square 
enclosure with gray walls, bottom wall nodes at nondlmensional 
temperature, u = 1.0, lower corner nodes at u = 0.75, other wall nodes 
at u = 0.5, S = 0 

Table 1 Radiation-conduction results 

Nondimensional total heat fluxes, bottom wall nodes at nondlmensional temperature, 
corner nodes at u = 0.75, other wall nodes at u = 0.5: Y = Z = 1.0, ei = t2 = £3 = e<t 

u = 1.0, lower 
= 0.5, S = 0.0 

Nondimensional 
position t) 

N=\.0 

Bottom (hot) wall nondimensional heat flux 

N=0.l /V=0.05 
0.1 
0.2 
0.3 
0.4 
0.5 

11.382 
8.488 
5.528 
4.687 
4.508 

1.447 
1.243 
0.922 
0.843 
0.828 

0.887 
0.831 
0.657 
0.621 
0.614 

Side (cold) wall nondimensional heat flux 

N=l.O N=0A 7V=0.05 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 

-10.789 
-7.413 
-4.017 
-2.662 
-1.892 
-1.332 
-0.906 
-0.592 
-0.302 

-1.222 
-0.926 
-0.565 
-0.419 
-0.330 
-0.260 
-0.201 
-0.152 
-0.097 

-0.685 
-0.558 
-0.367 
-0.288 
-0.237 
-0.195 
-0.158 
-0.126 
-0.086 

Top (cold) wall nondimensional heat flux 

N=l.O N=0.1 N=0.05 

0.1 
0.2 
0.3 
0.4 
0.5 

-0.275 
-0.479 
-0.641 
-0.740 
-0.775 

-0.112 
-0.156 
-0.185 
-0.203 
-0.209 

-0.102 
-0.136 
-0.156 
-0.168 
-0.172 

Total nondimensional heat fluxes 

JV=1.0 N=0.l 7V=0.05 
Bottom wall 
Side wall 
Top wall 
Total 
% error 

7.398 
-3.440 
-0.536 
-0.018 
0.240 

1.089 
-0.470 
-0.164 
-0.015 

1.300 

0.730 
-0.301 
-0.140 
-0.012 

1.600 

of conduct ion/ radia t ion parameter (TV) of the medium and the 
wall emissivity (e). For the 16-element solutions and for the 
range of values of TV and e chosen in this analysis, about 
100-1000 s of C P U time on the C D C Dual Cyber computer 

were required for convergence. More details of the method 
are available in [16]. 

Because convergence of the solutions probably takes fewer 
iterations as the number of elements is increased, the corn-
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Fig. 9 Nondimensional centerline temperature profiles in a square 
enclosure for different values of N with internal heat generation and 
black walls at nondimensional temperature, u = 1.0 

puter time required is not expected to be proportional to the 
number of elements chosen. However, the method, while 
exact, may be slower than other more approximate 
techniques. The computer program was not optimized to 
reduce computer CPU time. 

Results and Discussion 

The centerline temperature and the bottom (hot) wall heat 
flux distributions for a square enclosure with different values 
of conduction/radiation parameter A7 are shown in Fig. 2 and 
Fig. 3, respectively. Figure 4 presents the centerline tem
perature distributions of the medium for different aspect 
ratios (Y/Z) and with N = 0.1. The peaks in the heat flux 
curve near the corners are due to the fact that the lower corner 
nodes are at a lower temperature than the rest of the bottom 
wall nodes. Comparison of the temperature profiles with 
those from the P-3 approximation [17] shows good 
agreement. The P-3 approximation results for heat flux agree 
reasonably well in the midregion of the lower wall, but deviate 
considerably from that of FEM near the side (cold) walls. For 
this physical model, exact solutions do not exist. Since the 
FEM is a numerical solution of the exact governing equation, 
it should be the most exact solution within the usual limits of 
numerical accuracy. The P-N methods are inaccurate near 
boundaries and at small optical thickness. 

Figure 5 shows the fractional conductive heat flux (ratio of 
conductive to total heat flux) distributions at the bottom wall 
for various values of TV. These results show the relative im
portance of conductive heat transfer as a function of N. One 
can see that for N > 1, the system is conduction dominated 
because more than 85 percent of the heat transfer is due to the 
conduction mode. For N < 0.05, the contribution to heat 
transfer by the conduction mode is < 25 percent and thus 
radiative heat transfer plays the dominant role. 

Temperature profiles of the medium and bottom (hot and 
gray) wall heat transfer rates for various wall emissivities e 
and with N = 0.05 are shown in Fig. 6 and Fig. 7, respec
tively. All the walls are assumed to have the same radiative 
properties (diffuse emissivity, e). Figure 8 presents the 
fractional net radiative heat flux (ratio of net radiative heat 

0.3 
0.0 1.0 0.2 0.4 0.6 0.8 

NONDIMENSIONAL POSITION v 

Fig. 10 Nondimensional total heat flux at the lower wall in a square 
enclosure for different values of N with internal heat generation and 
black walls at nondimensional temperature, u = 1.0 

flux to total heat flux) at the bottom wall for wall emissivities 
ranging from 1 to 0. As e decreases, the net radiative heat flux 
through the wall also decreases and becomes zero at e = 0. 

The heat flux profiles have the peaks near the corners of the 
hot wall because the temperature U(y,0) is forced to approach 
the corner temperature at y = 0,Y. This is necessary because 
the shape functions chosen require a continuous temperature 
profile around their boundary. 

Table 1 shows the heat flux distributions on the bottom (hot 
and gray), the top (cold and gray) and the side (cold and gray) 
walls. It also shows the total heat transfer through the walls, 
their energy balance, and the percent error. 

Figure 9 shows the centerline temperature profiles in the 
medium for different values of N with uniform internal heat 
generation and Fig. 10 presents the total heat flux 
distributions at the bottom wall. The integrals under the 
curves in Fig. 10 must be equal since the total amount of heat 
energy leaving the system for any value of A'must be the same 
as the total heat generated within the enclosure at steady state. 
Comparison of the temperature profiles with those from the 
P-3 approximation shows fairly good agreement. 

Conclusion 

The method developed in the current study of coupled 
radiative/conductive heat transfer in a multidimensional 
geometry can provide accurate temperature distributions in 
the medium as well as wall heat flux distributions near corners 
and in media with very small opacities where approximation 
methods break down. Although this paper presents results 
limited to two-dimensional rectangular enclosures, the 
method used can be applied to any two- or three-dimensional 
enclosure using other shape functions. As with all methods, it 
may be quite difficult to carry through the numerical in
tegrations in such cases; however, within those limitations, 
the method will provide exact solutions within the bounds of 
numerical accuracy. The drawback of the current method, as 
for most others, is that for very low values of wall emissivity 
and conduction/radiation parameter the method requires a 
substantial amount of computer time to achieve convergence. 
This difficulty may be overcome by using a good initial guess 
of the temperature field and the outgoing radiative heat flux 
values at the walls. 
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As discussed in [15, 19-20], the use of the biquadratic finite 
element shape function was found to be the best compromise 
between the accuracy of results and the computer time 
requirement. 
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Transient Response of the 
Counterflow Heat Exchanger 
The exit fluid temperature responses are presented for a unit step increase in the 
entrance temperature of either of the fluids of a counterflow heat exchanger. The 
exit temperature response histories are functions of four parameters, three of which 
are commonly used to define the steady-state temperature distributions in the ex
changer. The responses are found using a finite difference method and are 
represented by simple empirical equations for a range of the four parameters 
believed appropriate for many technical applications. 

Introduction 

Knowledge of the transient behavior of the temperatures of 
fluids leaving heat exchangers is required for process control 
applications. The purpose of this paper is to present, for the 
counterflow heat exchanger, the exit fluid temperatures that 
obtain in response to a unit step change in the entrance 
temperature of either fluid. The exit temperature response 
histories are found to be dependent on four parameters, three 
of which are commonly used to define the steady-state 
temperature distributions of the exchanger core and the two 
fluids. The responses are found by use of a finite difference 
method and are represented by two empirical equations for a 
range of the four parameters believed to be appropriate for a 
large number of technical applications. 

London and co-workers in several papers summarized in [1] 
give the counterflow heat exchanger exiting gas temperatures 
for a unit step change in the entrance temperature of either 
gas. Their responses were found by use of a thermal-electric 
analog and are restricted to gas-to-gas exchangers in which the 
capacity rates of the two gases are equal. These two restric
tions are not used in this paper: the fluids can be liquids or 
gases and can have different capacity rates. 

The Differential Equations 

The counterflow heat exchanger analyzed is shown 
schematically in Fig. 1 and is defined by the following 
idealizations: 

1 The thermal conductances, (hA)„ and (hA)b, are 
uniform and constant as are the fluid capacity rates, (wc)a 

and (wc)b, and the thermal capacitance, WC, of the ex
changer core. 

2 No heat is conducted in the axial direction in the ex
changer core or in the two fluids. The core wall offers no 
thermal resistance to flow of heat from one fluid to the other. 

3 The exchanger shell or shroud is adiabatic and in
fluences neither the steady-state nor the transient behavior of 
the fluid temperatures. 

Three partial differential equations are required to define 
the behavior of the exchanger. An energy balance on an 
elemental length of the exchanger core gives the first 
equation. 

WCdIf=(hA)a{ra-T) + (hA)b(Tb-T) 
at 

(1) 

The remaining two equations relate the heat flow from the 
exchanger core element to the change in temperature of the 
two fluids. 

(hA)a(T-Ta)=L(Axpc) ldT" ± dr, 

dx J 
(2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 18, 
1983. 

(hA)b(T-Tb)=L(Axpc)b 
L dt 

drb 

dx -«»<] (3) 

These three equations will be written using the following 
dimensionless variables and parameters. 

(wc) x 1 
6=(t-x/ua)-—-,X= - , — 

" WC L Ntu 

= (wc) 
\(hA)„ + (hA),.) 

(wc)b (hA)b (wc) 
' >K — ,, ,,— > " = 

[wc)a (hA)a 

hA \ / hA 

WC \ ua ub / 

\ WC / a \ WC / b 

For the definitions of V, 6, and Ntu (number of transfer 
units), (wc) is the lesser of (wc)a and (wc)b. The parameters 
Na and Nb are not independent of Ntu, E and R: from the 
definitions of the five parameters. 

(
1 i D 

— ,N„=Ntu(l+R), ( £ < 1 ) (4) 

r /1+R\ NtU 
Na=Ntu{K~),Nb=^-(l+R), (E>\) (5) 

Introduction of the variable 6 requires a change of variable 
in equations (1), (2), and (3). With the change in variable and 
the continuity relations, (wc)a = (pcAx)a ua and (wc)b = 
(pcAx)b ub, the equations become 

dT /l+R\ 
ye

=Ntu\-^)(Ta-T)+Ntu(\+R)(Tb-T) (6) 

Na(T-ra) = 
dX 

Nb(T-rb) = lllL+ytlL 
dX 86 

(7) 

(8) 

fb— (wc)b,ub. (hA)b^ 

(wc)a,ua-*- (hA), 7 
Fig. 1 Schematic of the counterflow heat exchanger 
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These equations have been solved, using an explicit finite 
difference (FD) method, with the following conditions ra = 
rb = T = 0 for 8 < 0 and ra (X = 0) = 1, rb (x = 1) = 0 for 
6 > 0. 

The solution for ra at 8 = 0 can be found by following the 
first cross-sectional lamina of fluid a which enters the ex
changer at x = 0 and t = 0 with a temperature of unity and 
flows through the core with a velocity ua. This first lamina 
sees the wall at zero temperature during its travel through the 
exchanger. Therefore its temperature, from equation (7), is 
exp (-Na x/L). At time t = x/ua (6 = 0), it reaches the 
location x with a temperature exp (-7Va x/L). The exit 
temperature, fa of fluid a [fa = r„ (x = L)] is thus zero for t 
< L/ua (6 < 0) and jumps to exp (-Na) when t = L/ua (6 
= 0). The time L/ua is the delay in the response of the fluid a 
exit temperature. The exit temperature fb of fluid b [fb = rb 

(x = 0)] has no delay and no discontinuity in its response. 
Note that 6 is always (/ — L/ua) (wc)/WC when associated 
with fa and t( wc) IWC when associated with fb. 

The temperatures T0, rb, and Tare seen to be the responses 
to a unit step increase in the inlet temperature of fluid a. (The 
subscripts a and b always designate the stepped and unstepped 
fluids, respectively. Either fluid of an exchanger can be the a 
fluid and is thus the stepped fluid.) Equations (6), (7), and (8) 
are linear with constant coefficients and therefore the fact 
that the responses are initially zero implies nothing about the 
operating conditions of the exchanger at the time of the 
transient: the exchanger may be operating in the steady state 
or may be responding to other disturbances of the inlet fluid 
temperatures. Superposition is applicable. 

The Steady-State Responses 

The steady-state responses are obtained as 6 increases 
without limit. In the steady state, the derivatives with respect 
to 6 are zero, and equations (6), (7), and (8) become ordinary 
differential equations which can be solved for the steady-state 
exit temperature fboo of fluid b. 

Using equations (4) or (5) as appropriate, 

Tfr« 

\ 

1 -

(E-\)Nb 
C l+R 

„ (E-l)Nb -E e 

(9) 

Tba 
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1 -

~Tb 

_e{E~\)Ntu 

£ e (£ - l )Ata 

Ntu 
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-0-i) Ntu 

Tba> — 
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Fig. 2 Complements of the normalized responses for typical cases 

N o m e n c l a t u r e 

A = heat transfer area, m2; also 
coefficient in equation (15) 

Ax = cross-sectional area for fluid 
flow, m2 

a = coefficient in equation (15) 
B,b = coefficients in equation (15) 

C = unit heat capacity of core 
material, J /°C kg; also 
coefficient in equation (16) 

c = unit heat capacity of fluid, 
J /°C kg; also coefficient in 
equation (16) 

D,d = coefficients in equation (16) 
E = (wc)bl(wc)a, capacity rate 

ratio, dimensionless 
h = thermal conductance per 

unit heat transfer area, W/C 

KQ = function defined following 
equation (23) 

L = fluid flow length of ex
changer, m 
hA/wc, dimensionless 
number of transfer units, 
defined following equation 
(3), dimensionless 
(hA )b/hA)a, conductance 
ratio, dimensionless 
Laplace parameter 
time, s 
core temperature, °C 
fluid velocity in core, m/s; 
also argument of function 

V - defined following equation 
(3), dimensionless 

v = argument of function 
W = mass of exchanger core, kg 

N 
Ntu 

R 

s 
t 

T 
u 

w = 
(wc) = 

X = 

x = 

0 = 

P = 
T = 

f = 

Subscripts 
a = 

mass flow rate of fluid, kg/s 
lesser of (wc)a and (wc)b, 

wrc x/L, dimensionless; also 
transfer function 
distance from fluid a en
trance, m 
(t-x/ua) (wc)/WC, 
dimensionless 
fluid density, kg/m3 

fluid temperature, °C 
fluid exit temperature, °C 

stepped fluid 
b = unstepped fluid 

oo = steady-state response 
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, (Ntu,E) •• 
1 / 1 
, fboo [Ntu, 

(all£) (13) 
E " \ EJ 

When E <: 1, fboa is the thermal effectiveness of the exchanger 
(see, for example, [2]). 

A simple energy balance that equates, in the steady state, 
the heat flow from fluid a to the heat flow to fluid b gives 
(wc)a (1 - fBOO) = (wc)b fba. 

ftta, = l-Etba, , (all£) (14) 

Equations (13) and (14) apply to exchangers of all con
figurations (counterflow, parallelflow, crossflow, etc., single 
and multipass). 

Results of Calculation 

The preceding equations show that the exit temperature 
response histories, fa (6) and fb (6), are expressible in terms 
of four parameters: Ntu, E, R, and V. Figure 2 shows typical 
responses for several values of the parameters. The responses 
are normalized by dividing them by their final values to give 
Ta/faa and f b / f b „ , which approach unity as 6 increases. The 
shape of the curves in Fig. 2 suggests that the responses can be 
represented in a compact empirical form. 

JjL 
TQ°O 

Jb_ 
Tftco 

= 1 

= 1 

-A e 

-Ce 

a 0 

1+ V 

ce 
l + V 

-Be 

-De 

be 
1 + V 

d e 
\ + v 

(15) 

(16) 

For 6 = 0, fa = exp (-Na), and fb = 0. Therefore, A + B = 
1 - exp (-Na)/faa, and C + D = 1. The term (1 + V) is 
introduced as a divisor of 8 because it is found that this 
procedure effectively gives the complete dependence of the fb 

responses on V when Ntu is 2 or greater. 
Table 1 for V = 0 and Table 2 for V = 4 give the coef

ficients A, a, B, b, and C, c, D, d for the 36 combinations of 
the following parameter values: Ntu - 1, 2, 4, 8; E = 0.8, 1, 
1.25; and R = 0.5, 1, 2. In addition, for E = 1 and R = 1, 
Table 1 gives the coefficients for the 16 combinations of Ntu 
= 1, 2, 4, 8 and V = 1, 2, 4, 8. Table 3 gives f„„ and fb„ for 
the values of Ntu and E used in Tables 1 and 2. 

Equations (15) and (16) represent the normalized tem
perature histories computed by the FD method with an ac
curacy adequate for most application purposes. (The accuracy 
of the FD solutions is treated in a following section.) For the 
168 temperature responses represented in Tables 1 and 2, the 
maximum absolute difference, at any time, between the 
response histories given by equations (15) and (16) and by the 
FD solutions is < 0.005 for 86 cases, < 0.01 for 100 cases, < 
0.02 for 144 cases, < 0.043 for 165 cases, and < 0.065 for all 
cases. The three cases for which the maximum difference is 
greater than 0.043 but 0.065 or less occur in ?„/faoo with V = 
0 and Ntu = 8. Reference to Table 3 shows that fa„ is small 
compared to the excitation (unity) for Ntu = 8, so that the 
actual temperature differences for the three cases are quite 
small. (The differences were evaluated at 6/(1 + V) = kn (n 
= 0, 1, 2 . . . N) in which N is the first value of n for which 
the normalized temperature response is greater than 0.95. The 
value of the constant k in most cases was 0.2, but 0.1 was used 
as necessary to insure that N was seven or greater.) 

For most application purposes the normalized temperature 
responses, fb/fboo, for the unstepped fluid can be considered 
to be independent of E and R (E = 0.8 to 1.25, R = 0.5 to 
2.0). In addition, for Ntu > 2, the fb response is not a func
tion of V, except as indicated by the term (1 + V) in equation 
(16). Therefore, for Ntu > 2, the coefficients C, c, D, and d 
can be treated as functions of Ntu only. 

Ntu 
C 
c 
D 
d 

2 
0.748 
2.15 
0.252 
4.71 

4 
0.500 
1.70 
0.500 
7.59 

8 
0.274 
1.12 
0.726 
8.63 

For all of the parameter combinations (Ntu ^ 1) represented 
in Tables 1 and 2, these values of the coefficients give nor
malized temperature responses that differ, in the worst case, 
from the FD temperature responses by a maximum absolute 
difference of 0.032. Interpolation of the coefficients for 
intermediate values of Ntu is conveniently carried out by 
plotting the coefficients versus log (Ntu). 

The numerical work shows that 

(6,Ntu,E,R,V)= — (d,Ntu,\/E,\/R,V) (17) — (6,Ntu,E,R,V) = — 

When first one fluid of an exchanger is the stepped fluid and 
then the other fluid of the exchanger is the stepped fluid, the 
values of E and R in the two cases are reciprocals, but the 
values of Ntu, V, and the factor wc/Wc of / in 8 are un
changed. Thus the interpretation of equation (17) is that the 
normalized exit temperature history of the unstepped fluid 
will be the same irrespective of which fluid of the exchanger is 
the stepped fluid. Equation (17) is reflected in Tables 1 and 2 
by the fact that C, c, D, and d are the same, for example, for 
Ntu = A,E = 0.8,/? = 2, V = 4 and M M = 4, E = 1.25,/? 
= 0.5, V = 4. Combining equations (13) and (17) shows that 

fb(6,Ntu,E,R,V)= -fb(6,Ntu,l/E,l/R,V) (18) 

Equation (17) also applies [3] to the gas-to-gas (V = 0) 
crossflow heat exchanger. Therefore it seems evident that the 
interpretation of equation (17) applies to exchangers of all 
configurations. As previously noted, equation (13) applies to 
exchangers of all configurations, and therefore equation (18) 
should apply to exchangers of all configurations. Specifically, 
when the entrance temperature of first one fluid and then the 
other fluid of an exchanger is stepped, the responses fb of the 
unstepped fluids in the two cases will differ only by the factor 
E. 

The value of V can be considered to be zero when both 
fluids are gases. This can be shown by using the continuity 
relations, (wc)a = (pcAx)a ua and (wc)b = (pcAx)b ub, to 
write alternate forms of the definition of V. 

V= 

K= 

(pcAx)bL 

WC 

(pcAx)aL 

WC 

1 + ub 

V ub / 

(E>\) 

(E<\) 

(19) 

(20) 

The two velocities will generally be of the same magnitude, so 
the terms in parentheses sum to roughly two. The factors of 
the parentheses terms are the ratios of the thermal capacitance 
of the fluids contained, at any instant, in the exchanger to the 
thermal capacitance of the exchanger core. This ratio is 
typically very small (< 0.01) if the fluid is a gas and thus V 
can be equated to zero when both fluids are gases. The 
smallness of the capacitance ratio for gases also means that 
gas a must be replaced many times (t must be many times 
L/ua) to effect an appreciable change in the temperature of 
the core. Consequently, the delay time Llua is very small 
compared to the duration of the transient and can be set equal 
to zero when fluid a is a gas. 

Transfer Functions 

The form of equations (15) and (16) permits simple ex
pression of the transfer functions (see, for example, [4]) 
X„ (s) and Xb (s) of f„ (t) and fb(t) for the counterflow heat 
exchanger. 
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Table 3 

0 . 8 

1 .0 

1 . 2 5 

Values of ?a„ 

l 

0 . 5 8 0 

0 . 5 2 5 

0 . 5 0 0 

0 . 5 0 0 

0 . 4 7 5 

0 . 4 2 0 

and rboo 

2 

0 . 4 7 1 

0 . 7 1 1 

0 . 3 3 3 

0 . 6 6 7 

0 . 2 8 9 

0 . 5 6 9 

• (?boo is the lower entry) 

N t u 

4 8 

0 . 3 1 2 0 . 2 3 9 

0 . 8 6 0 0 . 9 5 2 

0 . 2 0 0 0 . 1 1 1 

0 . 8 0 0 0 . 8 8 9 

0 . 1 4 0 0 . 0 4 8 

0 . 6 8 8 0 . 7 6 1 

Xa(S): 

B 
„s e 

Xb(s) 

a(wc) 

WC(\ + V) 

c 

b(wc) 

WC(\ + V) 

D 

(21) 

s+-
c(wc) 

WC{\ + V) 
s + 

d(wc) 

WC(\ + V) 

|(22) 

If ra0 (s) is the Laplace transform of an arbitrary variation of 
the inlet temperature of fluid a, then the products T„0 (S) 
Xa (s) and T ^ (S) Xb (x) are. Laplace transforms of the two 
exit temperatures, fa(t) and fb (t). 

Accuracy of the FD Solutions 

A check of the internal consistency of the finite difference 
solutions is afforded by equation (17) for which each side 
corresponds to a different computer run. For all 
corresponding computer runs represented in Tables 1 and 2, 
the two sides of equation (17) differed by not more than 
0.0002. 

Two analytical solutions, corresponding to E = 0 and E = 
oo, provide accuracy tests that do not depend only on the 
internal consistency of the program. The configuration of the 
exchanger is immaterial for both solutions. 

When E increases, the temperature change of fluid b 
decreases, and in the limit with E = oo, the temperature of 
fluid b becomes uniform and constant. With E = oo, the FD 
solution thus gives the exit temperature of fluid a in response 
to a unit step change in its entrance temperature when the 
temperature of fluid b is uniform and constant (rfe =0). The 
solution for this case is given by Myers, Mitchell, and Norman 
[5].Forf <L/u„ (8<0),f„ = 0 and for / ^ L/ua ( 0 > O ) 

= 1-K, 0 ( W ) ^ M . ^ ( £ = » ) (23) 

In this equation fax 

(14), and 

R ' R ) 

exp (-Ntu), from equations (12) and 

K0 (u,v) = j V<"+»»/0(2V!7J?) dv 

C v2 t;3 / u2 \ "> 

= e-(«+»)^+ — ( l + « ) + — (l+«+ —)+. . . J 
I0 is the modified Bessel function of the first kind, zero order. 
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When E decreases, the temperature change of fluid a 
decreases, and in the limit with E = 0, the temperature of 
fluid a becomes uniform. For this case, a unit step change in 
the inlet temperature of fluid a corresponds to a unit step 
change in the uniform temperature of fluid a. An example is 
an exchanger in which fluid a is an evaporating or condensing 
fluid which, at t = 0, experiences an abrupt change in 
pressure sufficient to increase the saturation temperature by 
one unit. With E = 0, the FD solution thus gives the exit 
temperature response of fluid b when the uniform tem
perature of fluid a increases by a unit step.The analytical 
solution for this case is given by Tan and Spinner [6]. 

R -aBNtu ct -PSNlu-

rb = \ ~ ~ - e R + - e R -S,(E = 0) 
0 - a P-a 

FOT6< V(t <L/ub);S = 0 

F o r 0 > V(t > L/ub); 

T Ntu , "1 
S = e-N'uK0\RNtu,— (l+R)\d-V)\ 

(24) 

Ntu {l-a)Nlu(\*R) 
, R „ \+R-a 

/ 3 - a 

(NtuR(l+R) (1+R) 1 
K0\ -,Ntu-~- (l+R-a)(6-V)\ 

L l+R-a R J 

Ntu U-P)NtuO+R) 
a - 0 — (1 +«) (» - V) -

e e I+R-P 
/ 3 - a 

*o[ 
NtuR(l+R) (l+R) 1 

Ntuy-^z-
L (l+R-0) (8-V) I 1+R-P 

In these equations 

R 

R+V(l+R) -JR+ K(l +R))2 -4RV 
a= 

2V 

and /3 = R/aV. For E = 0, V = ((wc)/WC) L/ub and 
equation (10) gives fb„ = 1 - exp(-Ntu). 

Comparison of the analytical solutions and the normalized 
FD solutions for several cases showed a maximum absolute 
difference of 0.0056 for the worst case. The maximum dif
ference was, for all other cases, much less and was halved 
when A6 and AX were both halved, thus increasing the 
solution time fourfold. Good accuracy for the FD solutions is 
therefore indicated. 

Comparison With Other Data 

London and co-workers report in several papers sum
marized in [1], the use of a thermal-electric analog to find the 
exit temperature responses to a unit step change in inlet 
temperature for gas-to-gas (K = 0) counterflow heat ex
changers having equal capacity rates (E = 1) for both gases. 
Figures 3 and 4 compare the FD solutions and their data for R 
= 1. For ta/Ta„ (Fig. 3), their data generally agree with the 
FD solutions within their stated accuracy of ±0.04 for 
Ta/faoo, except for the Ntu = 1 . 5 curve at 6 - 0. (The initial 
jump in fa was not incorporated in their figure.) However, for 
Tfc/Tjjoo (Fig. 4), the FD solutions and their solutions differ by 
more than their stated accuracy of ±0.03 for f b / f b „ . They 
also present the TblTb„ response for Ntu = 8 (not shown). 
The Ntu = 8 response was obtained using a FD method and in 
this case their data agree with the FD response of this paper to 
the accuracy with which their graph (Fig. 3 of [1]) can be read. 

Fig. 3 Comparison of fa/faoo responses 

1.0 

0.8 -

E- I .R- I .V-0 

O.a 0.4 0.6 0.8 
e 

Fig. 4 Comparison of fblfj,^ responses 

1.0 

Table 4 Table of equivalents 

Nomenclature Used 
In This Paper 

Nomenclature Used 

In [ 1 , 2, 7 ] ( " 

Always: 

Ntu 

R 

V 

8 ( f o r rb) 

Ntu0 

^ 

t'1+-
f 

Step i s on C . s i de : 

9 ( f o r f^) 

E 

V 
-h 

SteP 1s ° " Cmax s 1 d e : 

0 ( f o r r^l 

E 

9*9* d - 1 

C* 9* w d 

C* 

1 ) 
9d* 

(1) R* as defined in [1 ] . 
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Their data for fb/fb„ are stated to be applicable for all R, 
which is consistent with the results of this paper for R = 0.5 
to 2. For ta/fa„ (Fig. 3), they relabel the abscissa with 6 -
K(\ - R)/(l + R), which they found made the response 
curves applicable for R = 0.25 to 4. Their value for the 
constant K is 0.4 but a value of 0.53 better represents the data 
of this paper for R = 0.5 to 2.0. 

The dimensionless groups used in this paper differ from 
those used in [1, 2, 7]. In these references, an asterisk is used 
to denote dimensionless groups and the subscript "min" is 
used to indicate quantities associated with the fluid having the 
lesser capacitance rate, e.g., Cmin = (wc). The definitions of 
the groups in [1, 2, 7] in terms of the nomenclature of this 
paper are as follows: 6* = tumin/L, 8*d = umax/umin, C* = 
WC/(pcAxL)min, C* = (wc)min/(wc)max and R* = 
(hA)miJ(hA)m&% if the step input is on the Cmin side of the 
exchanger, otherwise R* = (hA)max/(hA)min. (These 
definitions of R* are given in [1]. The data of [1] are 
reproduced in [2, 7] but the accompanying definitions of R* 
are not consistent with [1].) Table 4 relates the preceeding 
dimensionless groups to those used in this paper. 

Concluding Remarks 

The normalized exit temperature responses to a unit step 
increase in the entrance temperature in either of the fluids of a 
counterflow heat exchanger have been presented for a range 
of the governing parameters, Ntu, E, R, and V, appropriate 
to many applications of the results. Some relationships which 
should apply to all configurations of heat exchangers have 
been described. 

The second idealization listed states, in part, that the core 
material offers no thermal resistance to flow of heat from one 
fluid to the other. However, this requirement is readily 
relaxed by adding, for example, half the wall resistance to the 
convective resistance, l/(hA)a and the other half to the other 
convective resistance, l/{hA)b. This procedure will give two 
modified values of the conductances, (hA)a and (hA)b to 
use in evaluating Ntu and R. 
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Performance of One- and Two-Row 
Tube and Plate Fin Heat 
Exchangers 
Heat exchangers consisting of finned tubes are commonly employed in air con
ditioning systems, air heaters, radiators, etc. Local measurements of mass transfer 
coefficients on fins, obtained by Saboya and Sparrow, are very nonuniform. In the 
present work, an experimental apparatus was set up to measure overall heat transfer 
coefficients for two-row tube and plate fin heat exchangers. The obtained results, 
together with Shepherd's results for one-row exchangers, are used to transform the 
local mass transfer coefficients into local heat transfer coefficients. A numerical 
two-dimensional heat transfer analysis has been performed in order to obtain the 
temperature distribution and fin efficiency. The influences of the Reynolds number 
and fin material are also analyzed. 

Introduction 
Heat exchangers consisting of tubes and plate fins with air 

as one of the fluids have many engineering applications, such 
as to air conditioning systems, air heaters, radiators, etc. The 
performance of the surface of these heat exchangers, and in 
some cases the row by row performance, has been evaluated 
by "backing out" a uniform surface heat transfer coefficient 
under the assumption of constant fin efficiency. Experiments 
performed by Saboya and Sparrow [1], using the naphthalene 
sublimation technique, show that the mass transfer coef
ficients present abrupt variations from point to point due to 
the creation of vortex systems induced by the tube restriction 
of the flow area. Since there is a close analogy between the 
processes of heat and mass transfer, those same abrupt 
variations are present in the local heat transfer coefficients. In 
the present work, the possible error in fin efficiency, hence 
row by row heat transfer coefficient, resulting from the 
uniform heat transfer coefficient assumption is evaluated for 
several cases and shown to be significant. 

To accomplish this, a two-dimensional heat transfer 
analysis is performed in order to obtain the plate fin tem
perature distribution, the air bulk temperature distribution 
along the stream path and the fin efficiency, for several 
Reynolds numbers and fin materials. The local heat transfer 
coefficients were obtained by transforming the local mass 
transfer coefficients, measured by Saboya [2, 3], into local 
heat transfer coefficients with the use of the heat/mass 
transfer analogy. In order to establish the analogy, for one-
row tube and plate fin heat exchangers, the heat transfer 
results obtained by Shepherd [4] were used. For two-row 
exchangers, an experimental apparatus was set up to measure 
the overall heat transfer coefficients. The analogy is described 
in the section where the experimental data are analyzed. 

Theoretical Analysis 
One-centered-row and two-row tube and plate fin heat 

exchangers are shown in Fig. 1, and the unit cells (the smallest 
symmetrical sections) are defined. 

In the steady state, the heat balance in the fin plate is given 
by 

d2T d2T 
• + • 

dX2 dY2 
2h 
~Kt 

(T-Tb) = 0 (1) 

where 
Tb = air bulk temperature 

h = local heat transfer coefficient 
K = plate material thermal conductivity 
t = fin plate thickness 

UNIT CELL/ ^ ( T b i i . m ) 

AIR FLOW 

(b) ONE-ROW TUBE CONFIGURATION 

UNIT CELL 4* (Th.i ' b,i' 

AIR FLOW 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 8, 
1982. 

(c) TWO-ROW TUBE CONFIGURATION 

Fig. 1 Schematic of one- and two-row tube and plate fin heat ex
changers 
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The heat balance in the air can be written in the form 

i f i c p ( r 6 - r w ) = J o £ / f ] o dYh(T-Tb) (2) 

-Hg THERMOMETER/ FLOW CONTROL VALVE 

where 

<b,i air bulk temperature at the inlet 
m = air flow rate 
cp = air specific heat at constant pressure 

In nondimensional form, equations (1) and (2) can be reduced 
to 

KJK, d26 d2d 
+ dX* 

and 

with 

l 

•*2 2Nu^?(6-eb) = 0 (3) 

eb= D * .. [ «/r[ rfr*Nu(e-efc) (4) 
RePr/1,* Jo Jo 

7 - 7 V 
r , - 7 7 

tube temperature 
air thermal conductivity 
Ac/L

2 

hDh/Ka = local Nusselt number 
HCp/Ka = air Prandtl number 
mDh/fiAc = Reynolds number 

where 

T, 
Ka 

A* 
Nu 
Pr 
Re 

The superscript (*) denotes dimensionless geometrical 
parameters. The linear dimensions were made dimensionless 
dividing by L. The hydraulic diamter Dh was defined as 
Dh = (4ACL)/(Af+irDS/4), as suggested by Kays and 
London [5]. As boundary conditions, zero normal tem
perature gradients were imposed along the unit cell perimeter, 
except in the region in contact with the tube where 6 = 6, — 1. 
Then the fin efficiency is defined by the following ratio 

V = 
ub,e (5) 

where 6be is the actual dimensionless air bulk temperature at 
the outlet section and 6'be is the outlet dimensionless bulk 
temperature of the air if the fin plate were isothermal at the 
tube temperature, i.e., 8 = 6, = 1. 

In the analysis, the heat exchanged by the tube surface was 
neglected. The tube surface area is only 6.5 percent of the fin 
surface area. Also is should be noticed that, although the tube 
surface is 100 percent efficient, the local heat transfer 

AIR FLOW 

ROTAMETER 

- * 
AIR FLOW 

MANOMETER 

iHEAT SOURCE -ADIABATIC MIXING CHAMBER 

Fig. 2 Experimental apparatus 

coefficients are very low on the back surface of the tube. The 
nonparticipation of the tube surface in the transfer process 
does not introduce a significant error in the ratio expressed by 
equation (5). This assumption causes a systematic error which 
equally affects 8be and d'be. Therefore the error on the fin 
efficiency is very small (the errors on 8be and d'b<e are mutally 
compensated). 

Defining the average Nusselt number Nu for an isothermal 
plate fin by the expression 

1 C 1 f S'/2 

Nu = T T (
 dX*\ 

A* Jo Jo 

dY*Nu (6) 

the air outlet bulk temperature, for such an isothermal plate 
fin, is given by 

Nu ^ ( ? ) 1 — exp 
R e P r ^ 

In equation (6), Nu is the local Nusselt number based on the 
bulk and wall temperature difference, and Nu is the average 
Nusselt number based on the log-mean temperature dif
ference. 

Knowing Nu, it is possible to obtain 6'be by using equation 
(7). Knowing rj, equation (5) gives 06iC which is directly related 
to the actual rate of heat exchanged by the heat exchangers 
(mcp{Tbte - Tbii) = mcp6b:e(T, - TbJ)). 

Experimental Method 

Since experimental data for overall Nusselt numbers for 
isothermal two-row tube and plate fin heat exchangers are not 
available in the literature, the experimental apparatus, shown 
in Fig. 2, was set up. The test section is heated by hot water at 
constant temperature, as shown in Fig. 3. Air is drawn into 
the heated test section. Upon traversing the length of the 
channel, the air passes through an adiabatic mixing chamber, 
shown in Fig. 4. The inlet and homogenized outlet air tem
peratures are carefully measured. The air is finally ducted to a 
rotameter, a blower, and discharged to the atmosphere. The 
experimental data were reduced by utilizing the following 

N o m e n c l a t u r e 

Ac = 

A, = 

D = 
Dh = 

h = 

K 

Kn = 

L = 

minimum flow area for a 
unit cell, Fig. l,m2 

transfer area for a unit cell, 
Fig. 1, m2 

tube diameter, Fig. 1, m 
hydraulic diameter, 
(4AcL)/(Af+irD8/4),m 
local heat transfer coef
ficient, W/m2 K 
average heat transfer 
coefficient, W/m2 K 
plate material thermal 
conductivity, W/m K 
air thermal conductivity, 
W/mK 
streamwise length of 

m = 
Nu = 

Nu = 

Pr = 
Re = 

Sc 
Sh 

Sh 
t 

Tb 

channel for one tube row, 
Fig. l , m 
air flow rate, kg/s 
local Nusselt number, 
hDh/Ka 

average Nusselt number, 
hDh/Ka 

Prandtl number 
Reynolds number, 
mDh/Ac\). 
distance between tube 
centers, Fig. 1, m 
Schmidt number 
local Sherwood number 
average Sherwood number 
fin plate thickness, Fig. 1, m 
air bulk temperature, °C 

Tb,e 

TbJ 

T, 
X,Y 

& 

n 
e 

h 

V-

= exit air bulk temperature, 
°C 

= inlet air bulk temperature, 
°C 

= tube temperature, °C 
= surface coordinates, Fig. 1, 

= spacing between plates, Fig. 
l , m 

= fin efficiency, equation (5) 
= dimensionless temperature, 

(T- Tbii)/(T, - TbJ) 
= dimensionless air bulk 

temperature, (Tb — Tb,-)/ 
(T.-Tu) 

= coefficient of viscosity, N 
s/m2 
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HOT WATER AT CONSTANT TEMPERATURE THERMAL 
INSULATION 

Fig. 3 Test section heating system 
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Fig. 4 Test section and adiabatic mixing chamber 

equation for the average Nusselt number for an isothermal 
heat exchanger 

Nu^ 
A* I T,-Thi\ 

; R e P r - ^ - l n ( ' J:' ) 
Af* \T,-T>hJ 

(8) 
V ^T, — T 'be / 

Since this expression requires that the test section be 
isothermal, it was made of 4-mm-thick copper plate. Its 
temperature was measured on the external side of each plate 
in 5 different positions by copper-constantan thermocouples. 
Since no temperature differences were observed from the 
readings, it was concluded that the plates were isothermal as 
required. The dimensional ratios for the present test section 
were S/L= 1.1534, D/L = 0.4622 and 5/L = 0.0894. These 
values are typical of present-day heat exchangers encountered 
in air conditioning applications. The actual values of the 
dimensions are: 5 = 25.84 mm, L = 22.40 mm, D= 10.35 mm, 
and 5 = 2.00 mm. Results for the average Nusselt number are 
plotted on Fig. 5 as a function of the Reynolds number over 
the range from Re = 200 to Re = 1700. A curve has been fitted 
through the points to provide continuity. The measurements 
of Nu were made within a maximum experimental error of 8.4 
percent. Typically, the error was 6 percent. These errors were 
evaluated by the response of Nu to changes on each of the 
variables of equation (8) that was used in the data reduction 
procedure. 

For comparison, average Sherwood number results, taken 
from [3] for similar geometry, are plotted in Fig. 5. The 
growing contributions of the vortex systems with increasing 
Reynolds numbers are similar for both heat and mass transfer 
processes as it should be. The different magnitudes of Nu and 
Sh are due to differences in the values of Prandlt (Pr = 0.7) 
and Schmidt (Sc = 2.5) numbers. 

For one-row exchanger, similar results are presented in Fig. 
6. They are obtained from [1, 2] for mass transfer and from 
[4] for heat transfer experiments. Differences in behavior 
could be attributed to the fact that Shepherd [4] presents 
straight lines on log-log plots of Nu versus Re which, 
Presumably, represent a smoothing of the data points. A 
detailed analysis of the local mass transfer coefficients 
reported in [2] shows that, in the range 600 < Re <700, a 
second horseshoe vortex starts to develop^hanging the flow 
regime and imposing a nonlinearity in the Nu-Re plot that 
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Fig. 5 Average Nusselt and Sherwood number as a function of 
Reynolds number for two-row tube configuration 
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Fig. 6 Average Nusselt and Sherwood number as a function of 
Reynolds number for one-centered-row tube configuration 

was not apparent in Shepherd's results. However the level of 
agreement between the present results and those of Shepherd 
is very satisfactory. 

Reduction of Experimental Data 

The analogy between the Sherwood and Nusselt numbers 
can be written in the form 

Nu = Sh 
/ Pr \ " 
V~Sc~/ 

Nu = 

Sc 

Pr -*(£) 
(9) 

(10) 

where Sc is the Schmidt number and Pr is the Prandtl number. 
Since, by analogy, the Sherwood number obeys an equation 
similar to expression (6), it is easy to show that n must be 
equal to m, as long as the equations (9) and (10) hold. From 
Figs. 5 and 6, the value of m was calculated for several 
Reynolds numbers. The results are presented in Figs. 7 and 8 
for one-row and two-row tube configurations, respectively. It 
can be observed that m remains approximately equal to 0.40. 
Departure from this value, observed for Re >700, in the one-
row tube configuration, can be attributed to Shepherd's 
linearity representation. So m was taken as 0.40, for all values 
of Re and both configurations. 

Also, the average Nusselt numbers, for an isothermal fin, 
were correlated in the form 

Nu 
p^04 = 4.18 + 1.50 x lO^Re 1 

(11) 
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Fig. 7 Exponent m for heat mass transfer analogy for one-row tube 
configuration 
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(a) Re = 2l4 (b) Re=l27l 
Fig. 9 Effect of the Reynolds number on the temperaure distributions 
of a one-row tube configuration for K = 202 W/m K 

for the one-row tube configuration, and 
Nu 

Pr° 
= 3.58 + 8.46 x KT4Re' (12) 

for the two-row tube configuration. These average Nusselt 
numbers are based on the log-mean temperature difference. 
Equations (11) and (12) were obtained by least-square fitting 
of experimental data. The average dispersion was only 2.5 
percent. 

Results 

The integral-differential set of equations expressed by 

(a) K> 202W/mK 
(ALUMINUM) 

(b)K-62W/mK 
(IRON) 

Fig. 10 Effect of the fin plate material on the temperature 
distributions of a one-row tube configuration for Re = 214 
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Fig. 11 Dimensionless cumulative heat transfer rates as a function of 
axial position for one-row tube configuration 

equations (3) and (4) was solved numerically. The local 
Nusselt numbers, required for the solution, were obtained by 
transforming the local Sherwood numbers, measured by 
Saboya [2], with the use of the heat/mass transfer analogy 
and taking m equal to 0.40. 

The effects of the Reynolds numbers and fin plate materials 
were investigated for one- and two-row tube configurations, 
for t/L = 0.0082. 

One-Row Tube Results. Figure 9 shows the comparison 
between the temperature distributions for Re = 214 and 
Re = 1271 for the plate fins made of aluminum (K = 202 W/m 
K). It can be observed that, as Re increases, the temperature 
decreases more rapidly as you move away from the center of 
the tube, departing more rapidly from the ideal isothermal 
situation. The efficiency decreases from 92.4 to 82.7 percent 
as the Reynolds number increases from 214 to 1271. 

Figure 10 shows a comparison between the plate fin tem
perature distributions for Re = 214 for two different plate 
materials. As the thermal conductivity increases, the fin 
thermal resistance decreases and the fin presents less 
variations in temperature as you move away from the center 
of the tube, increasing the fin efficiency. 

Dimensionless cumulative heat transfer rates as function of 
the axial position are shown in Fig. 11 for different Reynolds 
numbers. It can be observed that the wake region downstream 
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Fig. 12 Plan view of rear-tube row configuration 

(a) Re = 648 
Nu=6-36 
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Fig. 13 Effect of the tube displacement on 
distribution (K = 202 W/m K) 

temperature 

of the tube row is responsible for only 13 to 14 percent of the 
total heat transferred by the fin (in the range of 
Re = 200-1200). 

Considering the poor performance of the wake region, it 
was reasonable to suppose that the transfer capability of the 
heat exchanger could be improved by relocating the tube row 
toward the rear of the fin as shown in Fig. 12. This con
figuration was analyzed using the mass transfer data reported 
by Saboya and Sparrow [6] for Re = 650 and transforming 
them into local heat transfer coefficients as mentioned earlier. 

Figure 13 shows the comparison between the temperature 
distributions for Re = 650 for plate fins made of same 
material (^=202 W/m K) with central-tube and rear-tube 
row configurations. It can be observed that the entrance 
region is greatly affected by the tube displacement. Con
sidering that the transfer coefficients are much higher in the 
entrance than in the wake region, the fin efficiency decreases 7 
percent due to the tube relocation, although the average 
Nusselt number is higher for the rear tube configuration for 
isothermal fins. 

Dimensionless bulk temperatures for both cases were 
evaluated at several axial stations. The results are presented in 
Fig. 14. It is seen that the curve corresponding to the back-
row fin does not intercept the central-row fin curve. Since the 
total heat transfer rate is proportional to db, at the exit 
station, Fig. 14 shows that this rate for the centered-tube 
configuration is 4 percent higher. 

Two-Row Tube Results. Figure 15 shows the comparison 
between the temperature distributions for Re = 211 and 
Re =1089 for the plate fin made of iron (AT=62 W/m K). 
Similar to the one-row tube results, as Re increases, the 

Fig. 14 Dimensionless air bulk temperatures as a function of axial 
position 

(a) Re - 2II (b) Re = I089 

Fig. 15 Effect of the Reynolds number on the temperature 
distributions of a two-row tube configuration for K = 62 W/m K 

temperature decreases more rapidly as you move away from 
the tube. Although the local heat transfer coefficients are 
higher in front of the second tube than in front of the first 
one, which is due to the air flow restriction imposed by the 
first row of tubes provoking an acceleration of the air, the fin 
plate presents higher temperature variations near the first 
tube. This can be attributed to the fact that the air is colder in 
that region and the temperature differences between plate and 
air are higher, inducing higher removal rates. 

Figure 16 presents the effect of the fin plate material on the 
temperature distribution for Re = 211. As the thermal con
ductivity decreases, the departure of the fin plate tern-

Journal of Heat Transfer AUGUST 1984, Vol. 106 / 631 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file://{/j.rh


i a ) K . = 2 0 2 W / m K ( b ) K - 6 2 W / m K 
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Fig. 16 Effect of the fin plate material on 
distributions of a two-row tube configuration for Re = 

the 
211 

temperature 

peratures from the ideal isothermal situation increases, 
leading to lower efficiencies. 

Fin Efficiency. Fin efficiencies were calculated with the 
use of equation (5). Figure 17 shows the effects of the 
Reynolds numbers and fin plate materials for one- and two-
row tube configurations. As the Reynolds number increases, 
the fin plate temperature departs from the isothermal 
situation, yielding lower efficiencies. This same effect is 
produced by materials with low thermal conductivity. It can 
be observed that, for the same material and Reynolds 
number, configurations with two-row of tubes lead to higher 
efficiencies. On the other hand, the conventional analysis 
assuming uniform heat transfer coefficient on the fin and 
constant air bulk temperature seems to be inadequate. Fins 
with one and two rows of tubes would have about the same 
efficiencies, since the average heat transfer coefficients are 
about the same for 900 < Re < 1200. 

Concluding Remarks 

Heat transfer experiments were run on a two-row ex
changer, and the results for the overall Nusselt numbers are 
reported in Fig. 5 and compared to the overall Sherwood 
numbers obtained by Saboya [2, 3]. 

Starting with the heat/mass transfer analogy expressed by 
equations (9) and (10), the exponents m and n were deter
mined to be equal to 0.4. This value was used to transform the 
local mass transfer coefficients from [2] into local heat 
transfer coefficients, and a numerical analysis was made for 
one and two-tube row configurations for two fin plate 
materials and different Reynolds numbers. The utility of the 
mass transfer method of determining local heat transfer 
coefficients is clearly demonstrated in this analysis. 

The results shown in Fig. 17 indicate that the fin efficiency 
is higher for the two-tube row configuration. This can be 
attributed to the strong effect of the air entrance region where 

"n 

— i 1 r 

K=20Z W/mK 

— ONE-ROW 
— TWO-ROW 

—Zt 

200 400 600 800 1000 1200 

Re 
Fig. 17 Fin efficiencies as a function of the Reynolds number 

the highest departures from the isothermal situation were 
observed. This effect is not present in the second tube row 
region yielding a higher overall fin efficiency. Examination of 
Fig. 17 reveals that, for 900<Re<1200, the error associated 
with assuming a uniform heat transfer coefficient can be 
greater than 8 percent. In this range of Reynolds number, fins 
with one and two rows of tubes would have about the same 
efficiencies if the heat transfer coefficients were assumed 
uniform. For the one-tube row configuration, the 
displacement of the tube row toward the rear region of fin 
plate was observed to lead to lower efficiencies, although the 
isothermal Nusselt numbers are higher in such configuration. 
The fin efficiency decreases 7 percent due to the tube 
relocation for fins made of aluminum (K=202 W/m K). 

It should be noticed that, knowing the fin efficiency (given 
by Fig. 17) and the average Nusselt number (provided by 
equations (11) and (12)), for an isothermal fin, it is possible to 
obtain 0j,,<? and dbe using equations (7) and (5); 6b:e=(Tbe-
TbJ)/(T, - Tbi) is proportional to the actual heat transfer 
rate. 

As a final remark, the authors call attention to the fact that 
the increase in the average Nusselt number obtained by tube 
relocation does not lead to improved thermal performance 
when compared to a centered tube row. Although transfer 
coefficients can be used as an orientation, a careful heat 
transfer analysis, using local heat transfer coefficients, has to 
be done in order to obtain the fin efficiency before any change 
of an established fabrication process is undertaken. The 
performance of the heat exchanger depends on the Nusselt 
number for an isothermal exchanger and fin efficiency. The 
assymetric tube location would yield even lower relative 
performance as the fin thermal conductivity is reduced. 
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Dimensioning of Spiral Heat 
Exchangers to Give Minimum 
Costs 
Simple expressions are presented for calculating approximate dimensions of spiral 
heat exchangers to give minimum annual cost of heating surface plus energy 
required to pump the fluids. The case of spiral-spiral flow is considered. Equations 
are derived for exchangers with and without distance holders between plate strips 
and for two sets of input data: (/') both volumetric fluid flow rates V,, V2 and all 
inlet and appropriate outlet temperatures are given; (ii) the flow rate of the process 
fluid V, and the effectiveness e, are imposed, while the flow rate of the working 
fluid V2 is an additional variable subject to optimization. For the latter case, ap
propriate optimum values of V2 can readily be found from the graphs provided. 

Introduction 

Due to the complexity of heat exchanger optimization, 
designers with little experience in that area often find it 
difficult to determine operating conditions and heat ex
changer dimensions ensuring optimum economy. Poor choce 
of these can lead to significant rise in annual charges, which, 
of course, is hardly acceptable. One possible remedy is to list 
all permissible solutions to the given problem, within a broad 
range of variables, and next is to select the most suitable 
solution. This is conceptually simple, but due to the number 
of variables and poor knowledge of the possible optimum 
variant it is not usually practical. The more effective and up-
to-date approach employs numerical methods of nonlinear 
programming. 

Shah et al. [1] and Hedderich et al. [2] provide an extensive 
review of various, nonlinear programming methods applied to 
this problem during the seventies. They also indicate the most 
recent and effective methods designed for air-coolers op
timization. 

The values of design and operating parameters, optimum 
for the given problem, are standard output of computer 
routines. However, there are no simple, approximate methods 
that could give optimum results using pocket calculators. 
Moreover, little is known of the effect of various factors on 
the possible location of the optimum solution. Further 
analytical investigations in this area could give a better overall 
understanding of the problem and, hopefully, permit the 
development of practical guidelines for optimum dimen
sioning. Clearly, the rough analytical methods for optimum 
dimensioning can also give useful starting values for more 
accurate iterative nonlinear programming routines. 

Spiral heat exchangers (SHE), shown schematically in Fig. 
1, are successfully used in cases of severe fouling or corrosion 
and details of design features and performance can be found 
in [3, 4], Since the effective width b of SHE can range from 
0.1 to 1.5 m, the channel spacings su s2, from 0.005 to 0.025 
m, and any arbitrary combination of the two can, at least 
theoretically, be envisaged within certain limits, and usually 
several alternatives may be found that meet the imposed data 
[4, 5]. Annual costs for these design variants may differ 
significantly, and there are few indications in the literature on 
the choice of optimum dimensions to achieve minimum costs. 
The general guideline given by Jenssen states that, for 
economic optimum, the ratio of capital costs to power cost 
should be equal to 3 [4, 5]. The object of this paper is to 

give expressions and also more general guidelines for 
assessing SHE dimensions at optimum economic heat ex
changer costs. 

Mathematical Formulation of the Problem 

Assuming that the total annual cost C of the heat exchanger 
comprises the capital charges proportional to the heat transfer 
area Ibl plus the costs of power required to pump the fluids, 
the problem may be formulated in mathematical terms [4] 

min[C=Al(2bl) +BlVlAp1+B2V2Ap2] (1) 
subject to the constraint 

Q=U(2bl)Atm (2) 
Factor A [ takes into account the costs of unit heating surface, 
allowing for interest and depreciation coefficient, while the 
factors B\, B2 account for the costs of power and time of 
operation but allow also for pumps efficiencies and utilization 
factor (details can be found in [4, 5]). Additional constraints 
supplementary to equation (2) are sometimes imposed 
depending on the problem statement. 

Initial data most often include: 
Version 1 

Volumetric flow rates V{, V2; inlet and outlet temperatures 
' n . h\. *i2> hi', and also factors/I j , BUB2 

Version 2 
Flow rate V{; temperatures tn, tl2, t2l; and factors A j , Bx, 
B2 

In the second case, the volumetric flow rate V2 and the related 
outlet temperature t22 are additional variables to be found. 

Due to nonlinearity of both the objective function and the 
constraint, the fair number of variables, and also the discrete 
character of those permissible s and b, the problem can on the 
whole be resolved numerically. To find a practical solution, 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
3,1984. 

oc 

i f 
1 

si VJ M t, _l 

Fig. 1 Schematic representation of SHE'S 
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certain simplifications are made without distorting the 
principal features of the problem so as to render it suitable for 
analytical attack. 

The Simplified Approach 

It has been assumed that: 

b,Si,s2, and / may take arbitrary positive values. 
The performance of a SHE may be approximated to 
that of a straight (nonspiral) counterflow device with 
similar passages and the same heat transfer area [6]. 
Overall heat transfer coefficient U is given by the ex
pression U = Kv'^v"2 or by its more developed form, 

U=Ktv'1 ^ W " 4 [4]. i . e . , u — i\\i 

Pressure drop may be calculated from the simplified 
form of the Sander equation [3], i.e., 

^•=^Kife+^) '"-1-2 
(3) 

where an inlet and exit effects are neglected. 
Assuming that the equivalent hydraulic diameter of the slit 

channel is equal to 2sit and introducing equation (3) into 
equation (2), the objective function takes the form 

C = 2A,bl+lbg~ ^BlP}-'^yj-

+ lb-2E2j}piVlsr2Bi 

and the constraints are 

Q = 2KVa
l
lVa

2
2s;"iS2a2bi a\-"2 lAt„ 

Q = 2KlV
a
l'V

a
2
2s; -ais2-

a2-"*b ai~"2lAt„ 

(4) 

(5) 

(6) 

depending whether a simpler or more developed expression 
approximating overall heat transfer coefficient is adopted. 

Substituting for / from equation (5) or equation (6) into 
equation (4), the problem is effectively reduced to finding the 
minimum of the new objective function over s{ ,s2,b, and V2. 
A solution is given here for the cases of a SHE without and 
with distance holders between the plate strips, i.e., when^j ^ 
Oandi^ = 0 or EltE2 ^ 0, respectively. 

SHE Without Distance Holders. Analysis of the ap
propriate objective function obtained by substituting equation 
(6) into equation (4) showed that there is no minimum of C 
over feasible su s2< and b but that there is, for given b, a 
minimum of C over positive s{, s2. 

For the first set of imposed data (K,, 
the optimum spacings are 

Vi.t 2 . ' H i '12> ' 2 i i '22 *22>. 

' l op t b^ = 
2/1! (a, +a 3 ) 

5 2 o p t ' 

(3-a,-f l 2-f l 3-a 4)B3JV-« 

2Al(,a2+aA) 
Q-al-a2-ai-aA)B4V2

i~s 
where£3 = BlEll'

sp\^Bix\ ,B4 = B2E{1~ 
The ratio of the optimum of s is therefore 

s20pt f B4Vl-Ha,+a}) I " 3 

lp\ g$. 

L B , 

(7) 

(8) 

(9) 
Mopt u «3V?-«(«2+f l4) -I 

and for similar liquids is equal to (B2 V\~gIBx V\~*)1/3. 
The appropriate first derivatives of C are zero at points 

given by equations (7) and (8), and the Hessian matrix is also 
positive definite. The equations presented therefore satisfy the 
necessary and sufficient conditions for a minimum of the 
objective function [7], 

For practical reasons the value of the ratio s2/sl = m is 
sometimes assumed a priori. Introducing this relationship into 
the objective function and solving it for optimums! gives 

3 lopt z>«-3 = 
2/4,(«! +a2 +a3 +a4) 

(3-«1-f l2-f l3-a4)(B3H-*+£4»1-g 'H-3) 
(10) 

Substituting for s, n
3, bg 3 and s Mopt1 

and (8) in C, we obtain 
2opt<b* 3 from equations (7) 

= 2Axbl(\ + ax + «3 
+ -

a2+a4 
> ) 

3 - a , —a2 — a3 - a 4 3— a{ — a2 — a3 - a 4 . 

(11) 

The formulation of the basic problem for the second 
version of the imposed data (Vt, / , , , tl2, and t2l), has also 
been supplemented with the constraint s2 /s, = m. 
V2opt / Vx is then given by the equation 

V7< \ «-B <W m> 

3(ax +a 3 +a 4 ) -g ( f l ! +a2 +a 3 + a 4 ) -3K ; 2opt" 
AC 
Ar,„ 

i(«2 + V; 2opt' 
AT; 

At,, 

(12) 

whereB = B^/BA, At'm =dAt,„/dV2, and the optimum value 
of 5] is given by equation (10). 

As the mean driving force in SHE'S usually differs only 
insignificantly from that for counterflow [6], At,„ therefore 
may be assumed to be given by log-mean, which can be ex-

Ai 

a 
Bi,B2 

B 3 , 5 4 

B 
b 

C 

c 

= cost per unit surface area, 
dollars/m2 

= exponent, dimensionless 
= cost per unit of fluid 

pumping power multiplied 
by annual operation time, 
dollars/J 

= given in equation (8) 
= 5 3 /B4, dimensionless 
= effective width of heating 

surface and channel, m 
= overall annual cost of heat 

exchanger operation, dollars 
= specific heat, J/kgK 

^ 1 

e\ 

g 

h 

I 
m 

Ap 
Q 

Re 

= 

= 

== 

= 

= 
= 

= 
= 
= 

constant, equation (3), 
dimensionless 
thermal effectiveness, 
dimensionless 
exponent, equation (3), 
dimensionless 
heat transfer coefficient, 
W/m2K 
spiral channel length, m 
spacing ratio = s2/s{, 
dimensionless 
pressure drop, N/m2 

heat transfer rate, W 
Reynolds number, dimen
sionless 

s = 

t = 
AC = 

U = 

V = 
v = 
M = 
P = 

Subscript! 
1 = 
2 = 

opt = 

spacing between plate strips, 
m 
temperature, K 
mean temperature dif
ference, K 
overall heat transfer coef
ficient, W/m2K 
volumetric flow rate, m3 /s 
mean axial velocity, m/s 
dynamic viscosity, Ns/m2 

density, kg/m3 

5 

inlet temperature 
outlet temperature 
optimum value 
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Fig. 2 Optimum 
lines) and a! = a2 

V2/Vi versus e-| for S 
= 0.37 (dashed lines) 

1, a-| = a2 = 0.27 (solid 

pressed in terms of the effectiveness ex = (t\\-tn)/(tn-t7A) 
and of the fluid heat capacity ratio R - K2p2

c2/^iPi c i -
Therefore, optimum V2/Vx depends on four variables: ex, B, 
m and the ratio PiC2/px cx. 

As may be seen from Fig. 2, Vl0XA/Vx rises sharply with 
rising ex and m but is less affected by a. Obviously, it is also 
markedly dependent on p2C2/p\Cx and B. Graphs similar to 
that given in Fig. 2 effectively illustrate the general trends but 
have less practical application. To provide a simple quan
titative method for finding optimum V2, the graphical 
solution to equation (12), for given a, was developed. It is 
shown in Fig. 3 and Fig. 4 for m = 1 and m = 2, respectively. 
The procedure is as follows: 

9 For the given es and assumed K2opt/Ki, and hence R, 
find the right-hand side ordinate. 

9 Transfer the right-hand side ordinate to the left-hand side 
and for the given B check the correctness of the initial 
assumption. 
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Fig. 4 Graphical solution to equation (12), m = 2 
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Two or three iterations give a good approximation to the 
value of V2opl. 

SHE With Distance Holders. The analysis has been 
performed assuming that U = Kv\xv"2 and s2/sl = m- An 
inspection of the objective function obtained by substituting 
equation (5) into equation (4) showed that there is a minimum 
of C over slts2, and b. The optimum values of b and Si are 

"op t = 

( B 5 H + 5 6 ^ m - 2 ) 3 [ 3 - a 1 - a 2 + g ( 2 - a 1 - a 2 ) ] V 2s 

' lopt " 

bf&glBjVl-'+Btli-') 
B.tf+BtVir 

(13) 

(14) 
>5 r I TU(,r2m 

whereB5 = BXE2P\ andfi6 = B2E2p2. 
It may be proved that equations (13) and (14) satisfy the 

necessary and sufficient conditions for minimum of the 
objective function. The more general case of the problem, 
i.e., without additional constraint on s, cannot be resolved 
analytically and numerical techniques must be employed to 
sort out the appropriate set of highly nonlinear algebraic 
equations. 

It may be anticipated that the optimum value of s2/sl 
should be constrained as follows 

(B4Vl-eai/B3V]-*a2)
m 

<(s2/sl)opl<(B6V\a1/B5V\a2)
ul 

Equations (13) and (14) also give the optimum values of b and 
Si for the second set of imposed data. The optimum value of 
V2 is then given by the equation 

[3 +g(2-«, ~a2)\(a2 + V2opl~
L-) 

( 3 - g ) ( « i +a2) 

+ 
3g(« i+a 2 ) 

(15) 

which due to its nonlinearity can only be solved numerically. 
Results obtained, not included in this paper, did not differ 

markedly from those given in Fig. 2. The same conclusion 
may also be reached by comparing the appropriate values of 
V2/Vx given in Fig. 4 and in Fig. 5 for m = 2andB5/B6 = 1. 
From equation (15), it may be inferred that the value of E2, 
and hence both the actual number of distance holders per unit 
area and their characteristics, has no effect on the value of 
Wopt • 

Discussion 

The expressions derived provide convenient guidelines for 
optimum dimensioning of SHE's and for choice of optimum 
quantity of working fluid, if the cost of the latter is in
significant. The optimum values for spacings obtained from 
the equations will not normally correspond exactly to those 
quoted by manufacturers. However, as the curve of Cis fairly 
flat around the economic optimum, the nearest given in 
catalogues will usually give the required results. This has been 
checked by calculations which also confirmed the validity of 
the derived equations and of the whole approach. 

Computations confirmed the economic sense of employing 
optimum, usually larger, throughputs of the working fluid, 
provided the cost of the latter is negligible, and that this does 
not cause a drastic increase in the initial investment outlay. 
Economies due to the employment of optimum throughputs 
of the working fluid proved to be quite substantial and to 
increase with ex. For turbulent flow of waterlike liquids (a^ = 
a2 — 0.27) the costs could be reduced to 75 percent (for ex = 
0.7) and to 60 percent (for ex = 0.9) of those corresponding to 
the assumption V2 = Vt p] c, /p2c2. To reduce the extra power 
input, the spacing s2 should be increased so as to reduce the 
pressure drop. The increase in mean driving force Atm, due to 
larger fluid heat capacity rate V2p2c2, plus an associated 
reduction in required heating surface contributing further to 
reduce pressure drop, makes this pay off. The actual spacings 
were found to have less impact on costs but one may expect 
savings of some 5-7 percent for m = 2, and for m = 3 even 
more than 10 percent. All these observations can be con
firmed by more detailed analytical studies of the costs of 
optimum SHE's as predicted by the equations derived in the 
paper. 

It may be inferred from equation (11) that the ratio of 
capital costs to power costs for optimum dimensioned ex
changers ranges from 2 to 4, and this is in excellent agreement 
with Jenssen's earlier observations [4, 5], The lower value 
refers to cases when film resistances predominate over wall 
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and fouling resistance. The higher value refers to the cases 
when all three contributors to the overall heat transfer 
resistance 1/1/are of the same order. 

For practical application of the equations derived in this 
paper, it is necessary to know a relevant to the given problem. 
Their estimation using standard curve fitting routines makes 
no sense timewise. They can, however, be estimated with fair 
accuracy from the contributions of the film resistances \/h, (/ 
= 1,2) obtained for some average velocities, say, of order 0.7 
m/s, to the overall heat transfer resistance l/U. The values of 
U/hj multiplied by 0.8, i.e., by the exponent of Re in the 
standard heat transfer correlation, give the approximate 
values of a{ and a2 and multiplied by 0.2 the values of a3 and 
cu

lt is worth noting that a similar approach to that outlined 
here may easily be adopted to provide solutions to related 
problems concerning heat exchangers with geometrically 
simple passages, e.g., plate heat exchangers [8]. 

Conclusions 

If certain simplifications are introduced, the problem of 
optimum dimensioning of SHE's to give minimum costs can 
be solved analytically. The resulting expressions provide the 
basis for rapid approximate assessment of optimum spacings 
between plate strips and also throughput of the working fluid. 
They also illustrate how and to what extent economic and 
technical factors and properties of the fluid affect the 
parameters of the optimum spiral exchangers. 

Approximate optimum parameters of SHE's predicted by 
the equations derived may also be used as starting values in 
more complete, and hence more accurate, algorithms of 
computer optimization. 

For liquid-liquid mode of operation the overall annual 
operating cost is markedly dependent on the throughput of 
the working fluid while the spacings have less effect. The 
employment of larger throughputs is well justified and leads 
to economies which increase with thermal effectiveness ei. 
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Effect of Matrix Properties on the 
Performance of a Counterfiow 
Rotary Dehumidifier 
A finite difference model of a counterfiow rotary dehumidifier is used to determine 
the effect of six matrix properties of dehumidifier performance. The matrix 
properties considered are the sorption isotherm shape, the maximum sorbent water 
content, the heat of sorption, the matrix thermal capacitance, matrix moisture 
diffusivity, and sorption isotherm hysteresis. The isotherm shapes and the sorption 
parameter values are selected to be representative of available insoluble desiccants. 
The results of the finite difference calculations show that the shape of the isotherm 
has a greater effect on dehumidification than the maximum water content. Large 
adsorption heat effects or matrix thermal capacitance has a detrimental impact on 
dehumidification. Hysteresis in the adsorption isotherm significantly impairs 
dehumidifier performance. The anlaysis shows that commercially available solid 
desiccants can result in nearly optimal dehumidifier performance. 

Introduction 
The performance characteristics of a rotary regenerator are 

largely determined by the physical properties of the porous 
matrix. Regenerative dehumidifiers, in which maximum 
moisture transfer is important, utilize a sorbent matrix with 
large moisture but small thermal capacity. Rotary 
dehumidifiers are used as industrial air driers [1] and in 
proposed residential desiccant cooling systems [2, 3]. 

The simultaneous heat and mass transfer in a rotary 
dehumidifier has been modeled by both finite difference 
techniques [4-6] and approximate analytic solutions [7, 8]. In 
all of these studies, the dehumidifier has been modeled using 
particular sets of matrix properties. To date, there has been 
no general study of the effect of matrix properties on the 
performance of the rotary dehumidifier. 

In this paper, a finite difference solution [4, 9] is used to 
determine the effect of six matrix properties on the steady-
state performance of a rotary dehumidifier. The matrix 
properties considered are the sorption isotherm shape, the 
maximum sorbent water content, the heat of sorption, the 
matrix thermal capacity, matrix moisture diffusivity, and 
sorption isotherm hysteresis. The range of property values 
was selected to be representative of available solid porous 
physical adsorbents, such as silica gels or molecular sieves. 
The results of this study are useful as guides for the selection 
and appraisal of matrix materials. The results of this study 
have also been applied to determine the influence of property 
dependent variations in dehumidifier performance on the 
performance of an open cycle desiccant cooling system [9]. 

The Dehumidifier Model 

The rotary dehumidifier to be modeled is shown 
schematically in Fig. 1. The porous matrix of the dehumidifier 
can be either a packed bed of granular desiccant or a parallel 
passage wheel formed by spirally winding an adsorbent 
ribbon on a spoked hub [10]. The two air streams can pass 
through the matrix in either parallel flow or counterfiow 
paths. A counterfiow exchanger with uniform air tem
perature, humidity ratio, and velocity at the inlet of each 
period is considered in this study. 

Several conventional [4, 5] assumptions are made to focus 
the model on the dominant flow and transfer processes oc
curring in the dehumidifier: 

1 The air flow in each period is at constant pressure and 
velocity. 

2 The interstitial air thermal and moisture storage 
capacities are negligible compared to the matrix capacities. 

3 Axial heat and mass diffusion in both the air and matrix 
are negligible. 

4 The combined solid diffusion-convective film resistance 
to heat or mass transfer can be described by composite 
coefficients. 

5 There is no transfer flux coupling through thermal 
diffusion or Dufor effects. 

Under these constraints, the equations of mass and energy 
conservation in period j of the dehumidifier, written with 
respect to a coordinate system moving with the rotating 
matrix, become [4, 5] 

dw dW 
- + 0 ; ( / M ) J ^ - = O 

dx 

~dx~' 

36' 

+ 0 j(*«)j^r=o 

.7 = 1,2 

The mass and heat transfer rate equations are 

dw 

dx' 

di 

Hx7 

= Kj(wm-wf) 

y = i,2 

= Awj(Le0c/(fm - t f ) + im(wm - wf)) 

Process inlet 
air stream 

(1) 

(2) 

Contributed by the Heat Transfer Division and presented at the ASME 
Winter Annual Meeting, Phoenix, Arizona, November 14-19, 1982. 
Manuscript received by the Heat Transfer Division August 30, 1982. Fig. 1 Counterfiow rotary dehumidifier 
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The independent variables in equations (1,2) are normalized 
axial position x' and normalized rotational time 6' 
(equivalent to circumferential position). The dependent 
variables are moist air humidity ratio and enthalpy (w,f), and 
matrix water content and enthalpy (W,I). Because the 
coordinate system is fixed with respect to the matrix, the 
rotary nature of the dehumidifier is introduced by imposing 
periodic boundary conditions. The counterflow condition is 
represented by a periodic reversal in flow direction. The bulk 
process outlet state (tPi0wp%0) is the average with respect to 8' 
of the air state distributions at the matrix process period exit. 

The finite difference solution of equations (1, 2) utilized in 
this study employs a method developed by Maclaine-cross [4, 
9]. The difference equations, which are of second order, are 
solved for three space-time grid sizes, and the solutions are 
quadratically extrapolated to zero grid size. The extrapolated 
solution is of fourth order. In most cases represented in this 
study, the lack of closure in the system moisture and energy 
balances is less than 0.01 percent [9]. 

The dehumidifier performance is characterized by a 
dehumidifier moisture efficiency, t\w, defined as 

l)w = -
W 

(3) 
/7,mt 

where wpint is the humidity ratio at the intersection point of 
the line of constant adiabatic saturation temperature through 
the process inlet state and a relative humidity line through the 
regenerating inlet state, as shown in Fig. 2. The minimum 
potential humidity ratio would be wpint if the 
dehumidification process were the reverse of an adiabatic 
saturation process with air exiting the dehumidifier at the 
relative humidity of the regenerating state. Because the 
dehumidification potential lines depend on the matrix 
properties as well as the moist air properties and are skewed 
away from wet bulb and relative humidity lines [11], wpM is 
only a convenient normalizing parameter. 

Physical Adsorption and Absorbents 

Adsorption is the condensation of a vapor on a surface at a 
pressure below the normal saturation pressure of the vapor. 
Thorough discussions of the mechanisms and models of 
adsorption are found in [12-14]. This study is limited to 
consideration of the physical adsorption of water vapor on 
solid sorbents. The characteristics of various physical ad
sorbents are summarized here to provide perspective for the 
numerical simulations to be subsequently discussed. This brief 
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Fig. 2 Variation of the dehumidifier process stream outlet states with 
JIK, superimposed on a wet bulb ((*) line through the process inlet state 
and a relative humidity (r) through the regenerating inlet state 

description relies heavily on vapor pressure lowering theory 
and does not mention other factors, such as desiccant surface 
area and electric field, in proper proportion to their im
portance [12-14]. 

Brunauer [13] classified experimentally observed isotherms 
into five types, illustrated in Fig. 3. The different shapes are 
generally characteristic of different adsorption mechanisms. 

The type 1 isotherm is observed for porous adsorbents with 
pores that are approximately the size of the sorbate molecules. 
These ultra-micro pores are filled at low relative pressures, 
resulting in a plateau in the isotherm. Molecular sieves have a 
type 1 water adsorption isotherm [12, 15], 

Type 2 and type 3 isotherms are associated with multilayer 
adsorption without capillary condensation. Wool and other 
biological materials have a type 2 water adsorption isotherm 
[16, 17]. Type 3 water vapor adsorption isotherms are rare; an 
example is adsorption on glass [13, 14]. Type 2 materials have 
a heat of adsorption larger than the heat of vaporization, 
while the type 3 materials have a heat of adsorption that is less 
than the heat of vaporization [13]. 

Types 4 and 5 result for porous materials in which capillary 
condensation occurs. Type 4 isotherms are characteristic of 
hydrophilic porous materials, such as silica gels. The plateau 
in water content at the low relative pressure region of the 
isotherm is associated with the filling of molecular dimension 

Cd = 

^ m 

desiccant specific heat 
[energy/ (dry mass-temp)] 
moist air specific heat 
[energy/(dry mass-temp)] 
matrix thermal capacitance 
[energy/(dry desiccant 
mass-temp)], see equation 
(8) 

cw = liquid water specific heat 
[energy/(mass-temp)] 

G(W) = isotherm at some tem
perature t0 [dimensionless] 
ratio of the isothermal 
differential heat of ad
sorption to the heat of 
vaporization [dimen
sionless], see equations (4) 
and (5) 
moist air enthalpy 
[energy/dry mass] 

h* = 

i, = 

i„ = 

) - - ) 

J,, = 

di 
dw 
isothermal differential heat 
of adsorption [energy/dry 
mass] 
heat of vaporization 
[energy/mass] 
water vapor enthalpy 
[energy/mass] 
matrix enthalpy 
[energy/dry mass], see 
equation (7) 
4h/(p'dhCf), where h is the 
heat transfer coefficient, p' 
is the dry fluid density, and 
dh is the hydraulic 
diameter. The lumped 
matrix-transfer coefficient 
per unit mass of fluid 
[time-1] 

Jwj = 4hw/(p'dh), where hw is 
the mass transfer coef
ficient, p' is the dry fluid 
density, and dh is the 
hydraulic diameter. The 
lumped matrix-fluid mass 
transfer coefficient per unit 
mass of fluid [time "' ] 

Le0 = J,J/JWJ, overall Lewis 
number [dimensionless] 

pws = saturation pressure of water 
vapor [force/area] 

Pwv = equilibrium adsorbed water 
vapor pressure [force/area] 

r = relative humidity (or 
pressure), ratio of vapor 
partial pressure to 
saturation pressure 
[dimensionless] 

t = temperature 
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Characteristic Isotherms 

Fig. 3 
0 I 0 

Brunauer isotherm classification 

pores (less than 10A dia), and the rise in water content at a 
higher relative pressure is due to the filling of capillary pores 
(10A-500A dia) [12, 13, 18]. The low relative pressure plateau 
in the type 4 isotherm can be very narrow and indistinct, 
resulting in an approximately type 1 isotherm. Several 
microporous (20A mean pore dia) silica gels exhibit ap
proximately type 1 behavior [15, 18, 19]. The type 5 isotherm 
is characteristic of capillary porous materials in which the 
solid surface is hydrophobic, an example being the isotherm 
for water adsorption on activated charcoal [13, 20], The heat 
of adsorption for the type 5 adsorbents can be less than the 
heat of vaporization [13], 

The capillary-porous materials (types 4 and 5) frequently 
exhibit a hysteresis loop in the isotherm. Sorption hysteresis 
results from changes in the characteristic radii of the ad-
sorbate meniscus in the capillary pores. Hysteresis behavior 
has been classified according to the irregularities in the pore 
shapes [21] and can be modeled [12, 22]. 

Continuum Thermodynamics of Adsorbents 

The Clausius-Clapeyron equation relates the water vapor 
pressure and the saturation pressure to the ratio of the dif
ferential heat of sorption to the enthalpy of condensation: 

dlnp / dlnpTO \ 
V d\np„„ ) i ainpH 

Nomenclature (cont.) 

•=h" (4) 

Brandemuehl [23] analyzed heat of wetting data for silica gel 
[24-26] and found that the ratio h* can be expressed as an 
exponential function of desiccant water content. The 
following empirical form is used in this study 

exp(ArJF*)-exp(/t) 
h*(W*)=l+Ah*— , (5) 

1 - exp(K) 
where W* is the water content W, normalized by the 
maximum water content Wmx, 1 + A/i* is h* at W* = 0, and 
A: is a constant. 

If the ratio h* is independent of temperature, equation (4) 
can be integrated to show that if the adsorption isotherm is a 
function G (W) at temperature t0, then at any temperature t 

r = G(W)(pws(t)/pNAto))h*~l (6) 
The form of equation (5) used in this study insures that 

isotherms given by equation (6) converge to the maximum 
water content Wmx at r= 1. This allows Wmx to be used as a 
scaling parameter for the isotherms. The physical assumption 
implicit in this behavior of the isotherms is that at saturation 
(r=l), adsorption becomes normal condensation on the 
matrix. 

The enthalpy of the matrix at any temperature and water 
content with respect to a dry matrix at 0°C is 

l=cmt + c„Wt + i ( 1 -
0 

h*)dW (7) 

The dry matrix thermal capacitance, cm, is related to the bulk 
desiccant specific heat, cd, and the specific heats of the 
nonsorbing matrix materials, cNh by 

--cd+ J2 (M,cNt)/Md (8) 

where M, is the mass of nonsorbing component /' and Md is 
the mass of the desiccant in the matrix. 

The moist air is taken to be an ideal binary mixture of dry 
air and water vapor, characterized by conventional 
psychrometric relationships [9, 27]. 

Matrix Parameters 

The intent of this study is to indicate the effect of important 
matrix properties on the performance of a rotary 
dehumidifier. Because none of the mechanistic adsorption 
models is entirely satisfactory [12, 14, 16] and there is con
siderable scatter in experimental data for common desiccants 
[15, 19, 28], the approach followed in this work has been to 

t* = 

W = 

w* 

w 

X = 

Vw 

thermodynamic wet-bulb 
temperature 
air velocity in period j 
[length/time] 
moist air humidity ratio 
[dimensionless] 
matrix water content 
[dimensionless] 
W/Wmx ratio of matrix 
water content to maximum 
water content [dimen
sionless] 
maximum (r=l) matrix 
water content [dimen
sionless] 
axial displacement through 
matrix measured from 
period entrance [length] 
dehumidifier moisture 
efficiency [dimensionless], 
see equation (3) 

A,, = 

A„,- = 

V-) 

T = 

time from the beginning of 
period 1 
duration of period./ [time] 
8/T, rotational time divided 
by the time for a complete 
matrix revolution 
[dimensionless] 
Oj/T, normalized duration 
of periody [dimensionless] 
L/VjQj, carry-over ratio 
[dimensionless] 
J,jL/Vj, dimensionless heat 
transfer length 
JWJL/VJ, dimensionless 
mass transfer length 
dry period j matrix mass 
divided by dry fluid mass 
contained in matrix in 
period y [dimensionless] 
time required for a com
plete matrix rotation 

Subscripts 
/ = 
/ = 

int = 

J 
m 

P 
r 
x 

evaluated at fluid state 
inlet state 
evaluated at the intersection 
point of a wet-bulb tem
perature line through the 
process inlet state and the 
relative humidity line 
through the regenerating 
inlet state 
period index 
evaluated at, or in 
equilibrium with, 
the matrix state 
spatial or rotational average 
outlet state 
process period 
regenerating period 
relating to maximum 
dehumidification 
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Table 1 Dehumidifier flow and matrix parameters 
Dehumidifier flow parameters 

A H , = 2 0 , 0 . O 5 < M K = £ 5 . 0 

Inlet states pair 

1 
2 

Matrix properties 

Variation 
Nominal 
Iostherm shape 

Maximum W 

Heat ads. 

C,„=3350 
kg°C 

Le0 =4 , Aw = 5.0 
Hysteresis 

Process 

(35°C, 
(30°C, 

14.23/kg) 
24.5 g/kg) 

Isotherm type (Eq.) 
Linear(9.6) 

1(9.1) 
2(9.2) 
3(9.3) 
4 (9.4) 
5 (9.5) 
Linear 
Linear 
la (9. la) 
4a (9.4a) 
Linear 
Linear 

Linear 

Linear 
Linear-process 
1-regenerating 

^ ( k g / k g ) 
0.5 
0.5 
0.5 
0.5 
0.5 
0.5 
0.25 
1.00 
0.25 
1.125 
0.5 
0.5 

0.5 

0.5 
0.5 
0.5 

Regene 

(85°C, 14. 

rating 

2 g/kg) 
(100°C, 14.2 g(kg) 

A/2*,A:(Eq. (5)) 
0.3, 
0.3, 
0.3, 

- 0 . 3 , 
0.3, 

- 0 . 3 , 
- 0 . 3 , 

0.3, 
0.0 
0.0 
0.0 
1.0, 

0.3, 

0.3, 
0.0 
0.0 

- 5 . 0 
- 5 . 0 
- 5 . 0 
- 5 . 0 
- 5 . 0 
-7 .5 
- 5 . 0 
- 5 . 0 

- 1 . 0 

- 5 . 0 

- 5 . 0 

Type 

1 
1(a) 
2 
3 
4 

4(a) 

5 
linear 

^*<0 .65 
W*<0.65 
W*<Q.\ 
W*>0.\ 

Table 2 Isotherm equations 
r = G{W) 

0.3)) 
r=W*/(\+50{\-W)) 
r = 0:43194 + 0.43950tan

_1(5.0(fF*-
r=W/(\.-0.15(\-W)) 
r = 0.29754 + 0.29437tan "'(6.37959( W -0.25)) 
/• = 0.65 + 0.06280tan(3.98089(PK*-0.65)) 
/• = 0.35 + 0.30929tan ~'(42.5742(IF*-0.05)) 
/• = 0.85 + 0.069041tan(3.052(H^-0.55)) 
/• = 0.50 + 0.10tan(2.7468(H'*-0.5)) 
r=W* 

Eq. 

(9.1) 
(9.1a) 
(9.2) 
(9.3) 
(9.4) 

(9.4a) 

(9.5) 
(9.6) 

choose functional variations and ranges of parameter values 
that are qualitatively representative of a broad spectrum of 
solid physical adsorbents and matrix configurations. The 
constraints imposed by continuum thermodynamics are 
satisfied and the major adsorbent types are all represented. 

The reference or base case desiccant is modeled with a 
simplified representation of Hubard's silica gel data [24]. The 
isotherm is linear at 60°C, has a maximum water content of 
0.5 g/g, and a maximum/;* (at W = 0.0) of 1.3. 

The counterflow dehumidifier modeled in this study has 
equal air mass flow rates and flow areas in each period. The 
reference matrix has a thermal capacitance equal to the bulk 
specific heat of silica gel (c,„ = 921 J/kg°C) and an overall 
Lewis number of unity. These conditions are representative of 
a matrix with little nonadsorbent structural materials and in 
which convection governs the heat and mass transfer rates. 
The reference value of the dimensionless mass transfer length, 
Aw, is 20, which is representative of high-performance 
dehumidifiers. The dehumidifier outlet states are influenced 
by HK, the ratio of matrix rotational mass flow rate to air mass 
flow rate, as shown in Fig. 2 for the reference linear isotherm. 
A range of relative rotational speeds is considered that results 
in both dehumidifier and enthalpy regenerator operation. The 
maximum dehumidifier efficiency r)wx and the optimum 
relative rotational speed for dehumidification \X.KX depend on 
the matrix properties and the dehumidifier inlet states. 

Two pairs of air inlet states relevant to air conditioning are 
used. One pair has a process inlet state of (35°C, 14.2 g/kg) 
and a regenerating state of (85°C, 14.2 g/kg). This 
corresponds to inlet relative humidities of 40 percent and 4 
percent, respectively. The other inlet state pair is (30°C, 24.5 
g/kg) and (100°C, 14.2 g/kg), with relative humidities of 

approximately 90 percent and 2 percent, respectively. These 
inlet state pairs are subsequently referred to as 1 and 2. 

The reference matrix properties and the principal variations 
considered in this study are summarized in Table 1. These 
variations and their effects on dehumidifier performance are 
described in the following section. 

Results and Discussion 

Adsorption Isotherm Shape. Functions G(W) were 
chosen to qualitatively reproduce the features of the five 
generic Brunauer types and a linear isotherm. These equations 
are given as a function of W* = WIWmx in Table 2. The 
isotherms qualitatively characterize available desiccants, as 
illustrated in Fig. 4, where the type 1 and 2 isotherms and 
normalized data for a microporous silica gel (Davison 03) [15] 
and wool [17] are shown. Similarly, the types 4, 5, 1(a) and 
4(a) isotherms were chosen to be representative of activated 
alumina [29], charcoal [20], molecular sieve [15] and 
macroporous silica gel [15, 28]. 

The effect of temperature on the isotherm was determined 
using equations (6) and (5). The values of the constants Ah* 
and k (equation (5) and Table 1) were selected on the basis of 
Brandemuehl's analysis of silica gel data [23]. A negative 
value of Ah* is used for the type 3 and type 5 isotherms 
because the heat of sorption is less than the heat of water 
vaporization for these absorbents. The temperature at which r 
= G(W*)ist0 = 60°C. 

The dehumidifier efficiency was determined for the types 
1-5 and linear isotherms with Wmx = 0 . 5 g/g as a function of 
rotational speed and inlet state. The optimum rotational 
speed ratio /x/cx, process outlet state, and maximum 
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Table 3 Effect of isotherm shape on optimum dehumidifier 
performance 

Inlet state 1 

Fig. 4 Type 1 (equation (9.1)) compared to Davison 03 silica gel 
isotherm [15], and type 2 (equation (9.2)) compared to wool isotherm [17] 

dehumidifier efficiency T)„X are given in Table 3. These results 
indicate that the isotherms can easily be classified in two 
groups, one favorable and the other unfavorable for 
dehumidif ication. 

The types 1, 2, and 4 and linear isotherms have relatively 
high i)wx and can be considered favorable for 
dehumidif ication. The type 1 isotherm TJWX are about 5 percent 
greater than those of the other favorable isotherms. The 
values of rjwx for inlet state pair 1 are about 5 to 7 percent 
greater than those for inlet state pair 2. 

The types 3 and 5 isotherms have y\wx that are about 20 
percent lower than those for the first group and can be 
considered unfavorable for dehumidification. For these 
isotherms, the ijWJt for inlet state 2 is slightly greater than for 
inlet state 1. 

The results also show that the optimum rotational speed 
varies with matrix properties and dehumidifier inlet states. 
The favorable isotherms have a much lower (XKX than the 
unfavorable isotherms, corresponding to a lower optimum 
matrix rotational speed at a given air flow rate. However, \XKX 
varies more with the change in inlet state for the favorable 
isotherms than for the unfavorable types. For any of the 
favorable isotherms, /XKX for inlet state 2 is about twice /XKX for 
inlet state 1, representing a double in optimum matrix 
rotational speed as the inlet states change. 

To indicate the effect of operating the dehumidifier at 
nonoptimal rotational speeds, Table 4 lists the values of tPi0, 
wP:0 and r)w at values of JXK equal to /XKX for the alternate inlet 
state pair. Comparing the results given in Tables 3 and 4, it 
can be seen that operating at the nonoptimal IXK results in an 
average drop in r)w of about 4 percent. This suggests that near 
optimum dehumidification is obtained over a reasonably 
broad range of IXK. 

Except for the clear distinction between the high-
performance favorable isotherms and the low-performance 
unfavorable isotherms, the variations in isotherms type /AH 
and inlet state result in at most 5 to 7 percent variations in TJW . 
However, measuring these effects as proportional changes in 
r/w masks the fact that the changes in high-performance 
dehumidifier design required to offset a 5 percent variation in 
•qy, with matrix properties can be large. For example, Table 5 
lists the Aw required at optimum rotational speed for the 
various isotherms to have ri„ = 0.95 for inlet state 1 and t)w = 
0.90 for inlet state 2. The results show that the Aw required for 
a given r;w by the type 2, 4 and linear isotherm dehumidifiers 
is about twice that of a type 1 isotherm dehumidifier. The type 
3 and 5 isotherm dehumidifiers cannot obtain the required rjw 
at Aw more than four times that of the type 1 dehumidifier. 
Thus other variables being equal, the volume of the type 1 

Type 

1 
2 
3 
4 
5 

linear 

jlKx 

0.12 
0.17 
0.50 
0.17 
0.55 
0.18 

IXKX 

0.22 
0.30 
0.60 
0.28 
0.70 
0.35 

M'Q 
63.84 
65.65 
66.36 
65.58 
67.63 
65.64 

w 

Inlet state 2 

toCC) 

82.03 
84.09 
82.35 
83.80 
83.88 
84.02 

w 

• ( = ) 
4.729 
5.154 
6.678 
5.124 
7.096 
5.081 

•(£) 
6.918 
7.879 
9.080 
7.620 

10.252 
7.914 

V»x 

0.965 
0.922 
0.766 
0.925 
0.727 
0.929 

Vwx 

0.911 
0.862 
0.799 
0.875 
0.739 
0.860 

Table 4 Dehumidifier performance at /tic away from the 
optimum 

Inlet state 1 

Type 

1 
2 
3 
4 
5 

linear 

Table 5 
and i/,„ 

Type 
1 
2 
3 
4 
5 

linear 

Type 
1 
2 
3 
4 
5 

linear 

IXK 

0.22 
0.30 
0.60 
0.28 
0.70 
0.35 

IXK 

0.12 
0.17 
0.50 
0.17 
0.55 
0.18 

Aw required 

t(°C) 

65.26 
67.34 
67.99 
66.99 
69.85 
67.65 

"(4) 
5.053 
5.441 
6.904 
5.408 
7.341 
5.467 

Inlet state 2 

(oCC, 

79.04 
80.67 
79.97 
81.17 
79.86 
79.85 

to obtain r)wx 

= 0.90 for inlate state 2 
Inlet state 1 

IXKX 

0.12 
0.17 
0.50 
0.17 
0.50 
0.18 

Inlet state 2 

MKx 
0.22 
0.30 
0.60 
0.28 
0.75 
0.35 

AK 

16.0 
38.0 
80.0 
35.0 
80.0 
30.0 

Aw 
17.0 
40.0 
80.0 
30.0 
80.0 
40.0 

••(s) 
7.299 
8.380 
9.229 
7.968 

10.498 
8.413 

nw 

0.932 
0.892 
0.743 
0.896 
0.699 
0.890 

Vw 

0.892 
0.836 
0.792 
0.857 
0.726 
0.834 

= 0.95 for inlet state 1 

17 w 
0.950 
0.951 
0.841 
0.949 
0.801 
0.951 

1w 
0.899 
0.899 
0.865 
0.900 
0.792 
0.899 

dehumidifier will be at most half that of the alternative 
designs. The seemingly insignificant performance advantage 
of the type 1 isotherm dehumidifier and the importance of 
operating at optimum relative rotational speed are magnified 
when viewed in this perspective. 

Maximum Water Content. The maximum water content 
Wmx of insoluble desiccants ranges considerably, from ~0.25 
g/g for molecular sieves, to 0.35-0.50 g/g for silica gels and 
activated aluminas, to greater than 1.0 g/g for macroporous 
gels. A nominal value of Wmx = 0.5 g/g was used in deter-
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Table 6 Effect of Wmx on optimum dehumidifier per
formance 

Inlet state 1 

1.0 

wmx 

0.25 
0.50 
1.00 

pKx 

0.30 
0.18 
0.10 

jlKx 

0.50 
0.35 
0.22 

U ° Q 

67.69 
65.64 
64.20 

U ° C ) 

85.55 
84.02 
82.67 

O 
5.591 
5.081 
4.792 

Inlet state 2 

"(£) 
9.044 
7.914 
7.180 

V wx 

0.877 
0.929 
0.958 

V wx 

0.801 
0.860 
0.898 

Table 7 Comparison of molecular sieve, microporous gel, 
and macroporous gel dehumidifier performance 

Inlet state 1 

Desiccant 
type 

Mole sieve 
Micro gel 
Macro gel 

Wx 

0.15 
0.12 
0.30 

jXKx 

0.30 
0.22 
0.50 

toCQ 

64.46 
63.84 
62.82 

Inlet state 2 

U ° Q 

84.89 
82.03 
84.97 

O 
6.153 
4.729 
6.028 

O 
9.694 
6.918 
8.814 

V wx 

0.820 
0.965 
0.832 

Vwx 

0.767 
0.911 
0.813 

Table 8 Effect of heat of adsorption on optimum 
dehumidifier performance 

Inlet state 1 

Ah* 

0.0 
0.3 
1.0 

Wx 

0.18 
0.18 
0.20 

Wx 

0.30 
0.35 
0.50 

toCQ 

62.53 
65.64 
72.14 

Inlet state 2 

U ° Q 

80.58 
84.02 
89.44 

o 
5.188 
5.081 
6.217 

o 
7.229 
7.914 

11.306 

Vwx 

0.918 
0.929 
0.813 

Vwx 

0.895 
0.860 
0.684 

mination of the effect of isotherm shape on dehumidifier 
performance. 

The effect on optimum dehumidifier performance of 
varying Wmx of the linear isotherm from 0.25 g/g to 1.0 g/g is 
shown in Table 6. These data show that as Wmx increases, \X,KX 
decreases while 7]wx increases. Because the ywx for Wmx = 1.0 
are approximately 0.95 and 0.90 for inlet states 1 and 2, the 
results in Table 5 imply that use of the linear isotherm with 
Wmx =0.5 would require the dehumidifier Aw to be doubled 
in order to achieve the same performance as obtained with the 
Wmx = 1.0 desiccant. It was determined that the Wmx = 0.25 
isotherm requires the dehumidifier Aw to be increased to more 
than 80 to obtain the same r)wx as the Wmx = 1.0 isotherm 
dehumidifier with A„, = 20. For the linear isotherm, the Aw 
required for i\w in excess of 90 percent seems to be inversely 
proportional to Wmx. 

Although increasing Wmx is beneficial to dehumidifier 
performance, the T/WX for the type 1 isotherm with Wmx = 
0.50 (Table 3) are greater than the i)„x for the linear isotherm 
with Wmx = 1.0. Changing the isotherm shape from linear to 
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Fig. 5 Temperature variation of the linear isotherm for three different 
variations of the heat of adsorption 

type 1 at Wmx = 0.50 has a greater beneficial effect on i\KX 
than increasing Wmx of the linear isotherm from 0.50 to 1.0. 

Because variation in the isotherm shape can have as much 
effect on dehumidifier performances as doubling Wmx, the 
combined effect of isotherm shape and Wmx was considered 
by modeling three generic desiccants. Isotherm type 1(a) with 
Wmx = 0.25, type 1 with Wmx = 0.50, and type 4(a) with Wmx 
= 1.125 were used to represent molecular sieves, microporous 
adsorbents, and macroporous adsorbents. The i\wx shown in 
Table 7 indicates that the microporous adsorbent with the 
type 1 isotherm has by far the superior performance. The 
macroporous adsorbent performs slightly better than the 
molecular sieve, though Wmx for the macroporous desiccant is 
over four times that of the molecular sieve. 

Heat of Adsorption. The effect of the heat of adsorption 
on dehumidifier performance was determined by considering 
extreme variations in h*(W*) for the linear isotherm. The 
temperature response of the linear isotherm is shown in Fig. 5. 

Table 8 shows that a large increase in the heat of adsorption 
has an adverse effect on dehumidifier performance. For /XK 
between 0.10 and 0.50, the strongly temperature sensitive 
isotherm results in a 6°C to 10°C increase in process outlet 
temperature and a 10 percent to 25 percent decrease in -q w in 
comparison to the temperature-independent linear isotherm. 
The energy liberated on adsorption tends to increase the 
matrix and air temperatures, adversely affecting the ab
sorptive capacity of the matrix. 

The weakly temperature-dependent isotherm also results in 
dehumidifier process stream outlet temperatures above those 
obtained with the temperature independent isotherm. 
However, in this case, for inlet state 1, the outlet humidity 
ratios are slightly less than those resulting from the tem
perature-independent isotherm. 

These results indicate that the small adsorption heat effects 
characteristic of common materials such as silica gels have a 
minor influence on dehumidifier performance. Large latent 
heat effects, on the other hand, are undesirable. 

Matrix Thermal Capacitance. In common matrix con
figurations, a certain amount of nonadsorbing material is 
used in the matrix. The bulk specific heat of silica gel, 921 
J/(kg-°C) [15], has been used as the reference value of matrix 
thermal capacitance. A value of c,„ = 3350 J/(kg-°C), 
corresponding to a desiccant-substrate system that is 50 
percent mylar by volume [10], was used to test the effect of 
matrix thermal capacitance on dehumidifier performance. 

The numerical results show that increasing cm results in 
significantly hotter and wetter process stream outlet states. 
For IXK between 0.10 and 0.50, the process outlet temperatures 
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Table 9 Effect of matrix thermal capacitance on optimum 
dehumidifier performance 

Inlet state 1 

(k^c) ^ toCC) W°(J) w 

921 0.18 65.64 5.081 0.929 
3350 0.115 69.60 6.285 0.806 

Inlet state 2 

/IKX t0CQ W°\Z~) t'WJC 

0.35 84.02 7.914 0.860 
0.17 86.77 10.409 0.730 

Table 10 Effect of Le0 on optimum dehumidifier 
performance 

Inlet state 1 

A,/Le0 HKX (0(°Q W°\\r) n"x 

20/1 0.18 65.64 5.081 0.929 
20/4 0.17 63.64 5.836 0.852 

Inlet state 2 

fiKx t0(°C) w°\v~) Vwx 

0.35 84.02 7.914 0.860 
0.28 80.34 9.193 0.793 

and the t\w for the large c,„ dehumidifier are, respectively, 
5-7°C higher and 10-15 percent lower than for the base case. 
The data in Table 9 show that the increase in c,„ results in a 15 
percent decrease in t)„x and a reduction in JMKX. 

Comparison of the results for cm = 3350 J/(kg-°C) in 
Table 9 to those for Ah* = 1 in Table 8 shows that the in
creased sensible heat effects associated with large cm cause 
roughly the same decrease in r\wx as the large latent heat ef
fects associated with large Ah*. Increasing cm has a larger 
adverse effect on r]wx than does decreasing Wmx. These results 
indicate that large latent or sensible heat effects have a 
significant detrimental impact on the performance of the 
dehumidifier. 

Matrix Moisture Diffusivity. The dehumidifier model is 
based in part on an assumption that the combined process of 
diffusion in the matrix and convection at the matrix surface 
can be described by composite or lumped transfer coef
ficients. If the resistance to diffusion into the matrix is small, 
the overall transfer coefficients are governed by the con-
vective film resistances. The convective Lewis number for the 
air-water vapor system is nearly unity, and Le0 = 1 has been 
used to this point in this study. However, Banks [30] has 
estimated that Le0 is at least 2.0 for a parallel passage wheel 
and van Leersum's results [31] indicate that Le0 = 4 is a lower 
limit for typical packed bed dehumidifiers. 

The results in Table 10 show the effect on the performance 
of a linear isotherm dehumidifier of increasing Le0 from 1.0 
to 4.0 at constant A, = 20, corresponding to an increase in the 
matrix resistance to water vapor diffusion at constant heat 
transfer length. Increasing Le0 to 4.0 decreased r\wx by about 
8 percent. This performance can be obtained by an Le0 = 1 
linear isotherm dehumidifier with \w = 9.0. The volume of 
the Le0 = 4 dehumidifier is therefore about twice that of an 
Le0 = 1 dehumidifier with the same performance. 

Adsorption Hysteresis. An example of the sorption-
desorption hysteresis loop in an adsorbent is illustrated by an 
isotherm for Davison 03 silica gel [28] shown in Fig. 6. This 
loop was modeled by using the linear isotherm in the ad
sorbing (process) period of the dehumidifier and the type 1 
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Table 11 Effect of isotherm hysteresis on dehumidifier 
performance 

Inlet state 1 

Isotherms 
proc/reg 

lin/lin 
lin/lin 
lin/lin 

lin/1 
lin/1 
lin/1 

)IK 

0.10 
0.15 
0.20 

0.10 
0.15 
0.20 

jlK 

0.20 
0.25 
0.30 

0.20 
0.25 
0.30 

U"Q 

58.89 
61.60 
62.99 

55.28 
56.70 
57.57 

Inlet state 2 

M°Q 

77.58 
79.39 
80.58 

72.74 
73.78 
74.56 

/ g \ w°(V 
5.793 
5.260 
5.195 

7.457 
7.557 
7.872 

"(£) 
7.616 
7.320 
7.229 

9.832 
10.011 
10.285 

Vw 

0.857 
0.911 
0.917 

0.687 
0.677 
0.645 

l?w 

0.875 
0.891 
0.895 

0.760 
0.751 
0.737 

R 
Fig. 6 Adsorption-desorption isotherm hysteresis for Davison 03 
silica gel [28J 

isotherm in the desorbing (regenerating) period. Because the 
Clausius-Clapeyron relation (equation (4)) cannot apply in 
this situation, Ah* = 0 was used for both branches of the 
hysteresis isotherm so that the hysteresis loop is independent 
of temperature. 

Modeling the sorption hysteresis isotherm by a simple 
superposition of two isotherms forces a discontinuous 
transition at constant W between the sorption and desorption 
branches of the isotherm and is only a first-order represen
tation of the hysteresis phenomenon [21, 22]. However, this 
model should provide an upper bound estimate of the effect 
of adsorption hysteresis on dehumidifier performance. 

The performance of a dehumidifier with a linear/type 1 
hysteresis isotherm is compared to that with a reversible linear 
isotherm in Table 11 for values of fin that scan the optimum 
range for the reversible isotherm. The desorption hysteresis 
loop has a very pronounced adverse effect on the performance 
of the dehumidifier. The qw for the hysteresis isotherm are 
between 15 and 30 percent less than the ij,v for the reversible 
linear isotherm. This corresponds to a decrease in the ap
parent A,„ of the dehumidifier from 20 to about 5; i.e., a 
linear isotherm dehumidifier with Aw = 5 (Le0 = 1) has 
roughly the same t\„ as the hysteresis isotherm dehumidifier 
with Aw = 20. 

Because an increase in Le0 at fixed A; is equivalent to an 
increase in mass transfer resistance in the matrix, another way 
to interpret the effect of the hysteresis isotherm on 
dehumidifier performance is to determine the apparent Lec of 
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Table 12 Le„ required to match the linear isotherm and 
hysteresis isotherm dehumidifier performance for inlet state 1 

Hysteresis isotherm 

M* t0(°C) wo\ — ) Vw 

0.10 55.28 7.457 0.687 
0.15 56.70 7.557 0.677 
0.20 57.57 7.872 0.645 

Linear isotherm 

L e 0 pn ' o ( ' C ) w0(— 1 nw 

^kg/ 
9.25 0.10 55.04 7.441 0.689 

11.50 0.15 56.51 7.547 0.678 
13.00 0.20 57.48 7.863 0.646 

a A, =20 exchanger that results in the same performance as 
obtained using the hysteresis isotherm. As shown by the data 
in Table 12, the effect of the hysteresis isotherm is equivalent 
to Le0, ranging from 9.0 to 13.0. Both the outlet temperatures 
and humidity ratios of the hysteresis isotherm dehumidifier 
can be closely matched using a single value of Le0. This 
implies that if estimates of Le0 are to be obtained by matching 
predictions of a convective model with experimental data for 
the dehumidifier outlet states, care must be exercised to avoid 
confusing the effects of the matrix diffusion resistance and 
adsorption hysteresis. 

Conclusions 

The effect of six different matrix properties on the per
formance of a counterflow rotary dehumidifier has been 
investigated. The properties considered have been isotherm 
shape, maximum water content, heat of adsorption, matrix 
thermal capacitance, matrix moisture diffusivity, and ad
sorption hysteresis. Results have been obtained for the 
maximum dehumidification efficiency in each case. 

The variation of matrix properties has a profound effect on 
the design requirements for high-performance dehumidifiers. 
For example, the dehumidifier Aw required for a given level of 
performance can vary by a factor greater than four as the 
shape of the adsorption isotherm changes. 

The results of this investigation can be summarized in 
several rough guidelines. For maximum dehumidifier per
formance, an adsorbent with a near type 1 (weak type 4) 
isotherm similar to those characteristic of microporous ad
sorbents should be selected. If an alternate isotherm is 
considered, the maximum water content must be substantially 
greater than that of the type 1 adsorbent to realize equivalent 
dehumidifier performance. The heat of adsorption of the 
material should be low. It is preferable to design a matrix with 
low thermal capacitance and Le0 < 4 than to have high 
matrix thermal capacitance and LeD = 1. Isotherms with a 
major hysteresis loop should be avoided. 

Cumulatively these guidelines suggest that commercially 
available microporous silica gels are attractive materials for 
dehumidifier construction. Radical changes in desiccant 
properties would be required to significantly improve 
dehumidifier performance over that obtainable with these 
materials. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
(or full papers. 

Anisotropic Heat Conduction With Mixed Boundary 
Conditions 

S. C. Huang1 and Y. P. Chang2 

Nomenclature 

arg = 
ds = 

/ = 
Im = 

* „ • = 

q'" = 

Re = 
T = 

To = 
x,y = 

x, = 
0,2 = 

5 = 

argument of a complex number 
differential element of the 
boundary, counterclockwise 

(-D'/! 

imaginary part of a complex 
number 
thermal conductivity of thin plate, 
i , y = l , 2 
Xj component of the outward unit 
normal of the boundary, ( = 1,2 
S-,1) components of the outward 
unit normal of the boundary 
heat generation per unit time-
volume 
real part of a complex number 
temperature 
constant, reference temperature 
x=xx,y = x2 

cartesian coordinate, (=1,2 
("!1-"?2)W 

delta function 
vu = k,j/k22,i,j=l,2 
Q = simply connected domain 

Superscript 
' = on the source plane 

- = complex conjugate 

Introduction 

In recent years, owing to their numerous important ap
plications there has been an increasing interest in the study of 
heat conduction in anisotropic materials. Examples of such 
materials include crystals, metals undergoing heavy cold 
pressing, fiber reinforced structures, and many others. As the 
result of the presence of cross-derivative terms in the energy 
equation, the problem is nonorthogonal in nature and is 
difficult to analyze [1-4]. Most available analytical solutions 
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have been restricted to simple geometries with Dirichlet 
boundary conditions. 

In the present study, general shapes of two-dimensional 
domains are considered. With the proper transformation of 
coordinates, we will construct Green's function of anisotropic 
heat conduction through the use of conformal mapping. The 
boundary condition considered here is of the mixed type, so 
that the temperature is prescribed on one segment of the 
boundary while the heat flux is prescribed on the rest of the 
boundary. Consequently, the Dirichlet boundary condition 
becomes a special case. The application of the obtained 
Green's function to an elliptic disk results in an exact solution 
not reported before. 

Formulation and Analysis 
Consider the steady-state heat conduction in a thin plate 

with anisotropic thermal conductivities. The governing energy 
equation takes the following form 

q'"{x,y) d2T d2T d2T 
in Q (1) 11 dx2 u dxdy dy2 k22 

where the notations are explained in the Nomenclature. In this 
study, we are interested in the problem for which the tem
perature is specified on the boundary S, and the heat flux on 
the rest of the boundary S2, i.e., 

T=Mx,y) on S, (2) 

T~ = "(/"<• T - =fi (x,y) i, j = 1,2 on S2 dn, dXj 
(-1) 

where d/dn, is the conormal derivative. The boundary S, ii 
assumed to start from the point P{ and end at the point P2 in 
the counterclockwise direction. 

The corresponding Green's function G(x,y \x' ,y') satisfies 

d2G d2G d2G 
"11 . 2 + 2 P i 2 ^ r - + dx2 dxdy 

5(x-x')5(y-y')mQ (41 

(?1 

= 0 on S2 (fi) 

dy2 

G = 0 onS 

dG 

dn, 

The temperature distribution is related to Green's function 1\\ 
the formula 

T(x,y)=-^\\aG(x,ylx',y')g'"(x',y')dx'dy' 

- J , f, , ,,dG(x,y\x',y') , 
fl(X ,y ) r - ; ds 

on. 

( f2(x',y')G(x,y\x'y')ds' (7) 

where the primes denote that the integration is carried out i» 
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the source plane (x',y'). Since G(x,y\x' ,y') = G(x' ,y' \x,y), 
x,y and x' ,y' can be interchanged. 

To obtain Green's function, we first apply the nonor-
thonormal transformation [2] 

£ = Qc-wVPu (8) 
r, = y (9) 

The equations (4-6) are transformed into the following system 
of equations 

- ' - f i t t - n t o - V ) in 0 (10) 

onS, 

dG 
onS2 (12) 

d2G d2G 
+ d? dT,2 

G = Q 

dG 
(11) 

dt +n» dr, 
= 0 

where 1//312 is the Jacobian of transformation. The left-hand 
side of equation (10) is easily identified as the Laplace 
equation in two variables. For the arbitrarily shaped domain 
Q, the conformal mapping technique is suitable for the 
solution. 

From the theory of conformal mapping, it can be shown [5] 
that the Green's function satisfying equation (10) is given by 

G « , 7 , i r V ) = - T - ^ l n l g ( z ) l (13) 

where z = £ + irf, g(z) is an analytic function of z in the domain 
fl and transforms the source point z' = £' + (V to the origin, 
i.e.,g(z') = 0. 

In order to satisfy the mixed boundary conditions (11) and 
(12), g(z) is further required to satisfy the following con
ditions: 

(a) The boundary S{ is mapped onto a unit circle centered 
at the origin, i.e., \g{z) I = 1 for points z on S{. 

(b) The boundary S2 is mapped onto a radial cut from the 
unit circle. To be specific, we shall align the cut along the 
negative axis of the g(z)-plane, i.e., arg[g(z)] = IT for points z 
on S2. 

(c) The domain fl is conformally mapped onto the interior 
of the unit circle excluding the cut. 

The g(z) satisfying the above requirements is given by [5, 6] 

giz)= (14) 

1 -z 6 t an : 0 + ir 

where 

z6 = 

zs = e 

V l+z5 ) 

' e ' * / 2 - z 4 e - 1 0 / 2 V 

1+Z4 

(15) 

(16) 

(17) 

, -, (18> 
1 -Z2Z2 

In the foregoing equation, \p is the argument of P\ in the z3-
plane; <f> is the argument of P2 in the z4 -plane; z2 is the 
analytic function which maps the domain 0 onto the interior 
of a unit circle centered at the origin. 

The following relations are used in evaluating the conormal 
derivatives of Green's function 

ZA 

Zi = 
Z2-Z2 

V" Tx +^T)m\g{z)\ = R e [ — ^ - ^ - I 

(^l + lUg(z)i = 

g(.z) 

1 

dz J 

U(z) dz J 

(19) 

(20) 

If temperature is prescribed on all boundaries of the 
domain fi, i.e., Dirichlet boundary condition, we just delete 
the boundary conditions (3), (6), (12) and the integration 
along the boundary S2 in equation (7). In this case, g(z) is 
simply the z3 defined in equation (18). 

Application to Elliptic Disk 

Consider the parametric equation of an ellipse x = a>cosd, 
y = b>sind, where O<0<27r. In this case, we have 

bcosd as'md 
(21) 

(22) 

(23) 

(a1 sin26+ b2cos26)" ,ni (a2sin20 + 62cos20)'' 

ds = (a2 sin2 e + b2 cos2 d)Vldd 

z, = £1 +ivi =exp(-/</., )z 

where 

1 
/>,= — tarr 

2vl2P, 

&\2-v\2-{a/b)2 

The foregoing ellipse is then transformed onto 

(S,)2 , 0?,)2 

in which 

A2 = -

/ = 

I-^-ADY1 

a2 b2 

B2 

,B2 

= 1 

• » - ( £ ) 

I+(P~4D)'A 

/312^2 

(24) 

(25) 

(26) 

(27) 

The transformation function that maps the interior of the 
ellipse (25) onto the interior of a unit circle is known [7] to be 

z2 = m»sn( —sin-1 ^ l ^ n >m) <28) 

where sn is the Jacobian elliptic function; K is the quarter-
period; and m is the modulus 

r °2^ 1 2 oc* 
m= -—— (29) 

L 63(q) J 
in which 82, 03 are the theta functions and q is the norm given 
by 

A-B N
 2 

Q-
(A-B_y 
\ A+B / 

(30) 

In the special case where A = B, equation (28) is replaced by 

z2=zx/A (31) 

By substituting z2 into equation (18), g(z) is then completely 
specified. 

Results and Discussion 
As a numerical illustration, we take a = 2b, / i = 0 and 

fi = T0/a. The boundary S, corresponds to the upper half 
ellipse, i.e., 0<6<ir, and the boundary S2 corresponds to the 
lower half ellipse, i.e., ir<d<2ir. If there is no heat 
generation, equation (7) becomes 

J0 2irpl2 Jir 

= <7COS(T 

= Asin0' 

sin20' + COS20' dd' (32) 

The anisotropic parameters are taken to be /312 = 1.2 and 
vn =0.5. The sn function of complex arguments in equation 
(28) can be evaluated by expanding it in terms of Jacobian 
elliptic function of real arguments [8]. The latter is readily 
available from the IBM Scientific Subroutine Package. Since 
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A New Theory on the Critical Thickness of Insulation 

C. K. Hsieh1 and S. L. Yang2 

T/T„=.8 

Fig. 1 Temperature distribution in an elliptic disk a = 2b. The 
Isotherms shown are at TITQ = 0.1 intervals. Solid lines are for /312 = 1.2, 
1*12 =0.5, and dashed lines are for/3i2 = 1,i,i2 = °-

the In function of complex argument is available in extended 
Fortran IV, the sin ' function in equation (28) can be 
calculated by the formula 

'w= -iln[iw + (l-w2yA] (33) 

The integration in equation (32) can be performed by the 
Gaussian quadrature. 

Figure 1 shows the obtained isotherms by solid lines. While 
the prescribed boundary conditions are symmetric with 
respect to the centerline x = 0, the isotherms are not symmetric 
due to the anisotropic thermal conductivities of the material. 
Since the upper half boundary is maintained at zero tem
perature and the lower half boundary is supplied with con
stant heat flux, the high temperature appears on the lower 
half of the disk. In addition, it is noticed that the right lower 
side of the boundary has the highest temperature. This is 
because the thermal resistance from the left lower side to the 
right upper side of the disk is smaller for the assumed thermal 
properties. For the purpose of comparison, we also calculate 
the isotropic case with (312 = 1 and v12=0. The resulted 
isotherms are presented in Fig. 1 by dashed lines. The sym
metry of the results with respect to x = 0 is as expected. For 
both isotropic and anisotropic cases, the highest temperature 
is found to be slightly less than 0.9 T0. 

Conclusion 
It is demonstrated that the steady-state Green's function for 

the anisotropic heat conduction in a thin plate with mixed 
boundary conditions can be constructed by the conformal 
mapping technique. The advantage of conformal mapping lies 
in its ability to deal with arbitrarily shaped geometries. The 
closed-form solution obtained for the elliptic disk proves to be 
convenient for computation. 
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Introduction 
The critical thickness of insulation was recently determined 

by Hsieh [1] for a square section. By using a numerical 
solution, he was able to obtain the critical thickness for the 
half-width of one side of the square to be 0.79 (k/h). He also 
noted that, if this half-width was used to find the perimeter of 
the square and its value compared with that of a circular 
insulation, they were in good agreement (99.4 percent). Three 
years later, Aziz [2] commented that the critical thickness 
given by Hsieh could be derived by using the conduction shape 
factor in much the same way as one did with a circular in
sulation. Hsieh [3] responded that, since the use of shape 
factor was premised on the existence of a uniform surface 
temperature, which was not the case for the square, Aziz's 
approach was unconventional. However, Hsieh recalculated 
the critical perimeter of the square based on Aziz's results and 
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Fig. 1 Temperature distribution in an elliptic disk a = 2b. The 
Isotherms shown are at TITQ = 0.1 intervals. Solid lines are for /312 = 1.2, 
1*12 =0.5, and dashed lines are for/3i2 = 1,i,i2 = °-

the In function of complex argument is available in extended 
Fortran IV, the sin ' function in equation (28) can be 
calculated by the formula 

'w= -iln[iw + (l-w2yA] (33) 

The integration in equation (32) can be performed by the 
Gaussian quadrature. 

Figure 1 shows the obtained isotherms by solid lines. While 
the prescribed boundary conditions are symmetric with 
respect to the centerline x = 0, the isotherms are not symmetric 
due to the anisotropic thermal conductivities of the material. 
Since the upper half boundary is maintained at zero tem
perature and the lower half boundary is supplied with con
stant heat flux, the high temperature appears on the lower 
half of the disk. In addition, it is noticed that the right lower 
side of the boundary has the highest temperature. This is 
because the thermal resistance from the left lower side to the 
right upper side of the disk is smaller for the assumed thermal 
properties. For the purpose of comparison, we also calculate 
the isotropic case with (312 = 1 and v12=0. The resulted 
isotherms are presented in Fig. 1 by dashed lines. The sym
metry of the results with respect to x = 0 is as expected. For 
both isotropic and anisotropic cases, the highest temperature 
is found to be slightly less than 0.9 T0. 

Conclusion 
It is demonstrated that the steady-state Green's function for 

the anisotropic heat conduction in a thin plate with mixed 
boundary conditions can be constructed by the conformal 
mapping technique. The advantage of conformal mapping lies 
in its ability to deal with arbitrarily shaped geometries. The 
closed-form solution obtained for the elliptic disk proves to be 
convenient for computation. 
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Introduction 
The critical thickness of insulation was recently determined 

by Hsieh [1] for a square section. By using a numerical 
solution, he was able to obtain the critical thickness for the 
half-width of one side of the square to be 0.79 (k/h). He also 
noted that, if this half-width was used to find the perimeter of 
the square and its value compared with that of a circular 
insulation, they were in good agreement (99.4 percent). Three 
years later, Aziz [2] commented that the critical thickness 
given by Hsieh could be derived by using the conduction shape 
factor in much the same way as one did with a circular in
sulation. Hsieh [3] responded that, since the use of shape 
factor was premised on the existence of a uniform surface 
temperature, which was not the case for the square, Aziz's 
approach was unconventional. However, Hsieh recalculated 
the critical perimeter of the square based on Aziz's results and 
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Fig. 1 Geometry of a polygonal Insulation 

found that the perimeter so calculated was in total agreement 
with that of the circle [3], This is truly amazing, since it 
reveals that something could be missing in the heat con
duction theory that has led to this conformity. 

This note is offered to uncover this mystery. Specifically, 
two areas will be investigated. Can the boundary condition be 
changed from that of a convective condition to that of a 
prescribed temperature when deriving the critical thickness of 
insulation? If so, is there a critical perimeter that can be used 
in place of the critical radius that has been given in the heat 
transfer literature? As will be shown later, the answers to both 
questions are positive. In fact, the critical perimeter concept is 
so general that it is useful to a wide range of configurations, 
including equilateral polygons and rectangles, as long as their 
heat sources are centrally located. 

Analysis 
Consider a two-dimensional system in steady state. The 

medium is homogeneous and isotropic. There is no heat 
generation inside the medium, and the convective coefficient 
is treated as a constant in the analysis. Three separate cases 
will be studied, with the equilateral polygon examined first. 

Equilateral Polygon. For the equilateral polygon depicted 
in Fig. 1, the temperature Tmust satisfy 

V 2 r = 0 , where T= T(r,6) (1) 
The boundary conditions are 

dT(r,Q) dT{r,ct) 

86 86 
= 0 (2) 

(3) 

\dnra,B) , dnra,d) sin0-| , h 

where equation (4) represents a convective condition imposed 
a tx = a(i.e., /• = /•„ = a/cos0). 

A solution to this problem can be derived as 

T r n r / v \ m / v \ ~m 1 
y=l+Aln- + ^Bm ( - ) - ( - ) cosm0 (5) 

where m = n, In, 3n, . . . , and n denotes the number of sides 
of the polygon. 

The Fourier coefficients A and Bm are determined by using 
collocation at r = r„. Hence 

/4(cos20 + Ialnrai) + £} B,„ [(r™ + r~i'")mcos26cosm6 

+ K: ")(msmdcos6sinmd + Iacosmd)] = —Ia (6) 

where rai stands for a/(r,cos0). Ia is the Biot number (Jia/k). 
Equation (6) is used to construct a set of linear equations for 
solving those Fourier coefficients in equation (5). Once they 
are found, heat loss can be derived as 

Hi)A-tVmB'"\o &n)hT, 

[{r'Hi + rai'")cosmd+ (C! + /•-'")tan0sinm0]o'0 (7) 

The critical thickness of insulation can then be derived by 
differentiating Q with respect to a and setting the result equal 
to zero. It follows that 

[(r'l ")cosmd + {rfi + /•a/
m)tan0sin/n0]fif0 = 0 (8) 

This is the necessary condition for the heat loss to be 
maximized at the critical point. Notice that the Fourier 
coefficients do not enter into this equation. Study of the 
polygonal problem with a convective boundary is now 
complete; attention is now directed to that of a prescribed 
temperature at the surface. 

For a prescribed 7^ at the surface, equation (4) is changed 
to 

nra,0) = To (9) 
Since this is the only change in the problem, it is expected that 
a similar solution (equation (5)) will result, with the only 
exception being those Fourier coefficients that call for use of 
collocation with a new condition (equation (9)). Con
sequently, equation (8) is again obtained as the necessary 
condition for the heat loss to be maximized. This justifies the 
replacement of the actual convective condition by a prescribed 
(hypothetical) temperature at the surface when deriving the 
critical thickness of insulation. Meanwhile, the conduction 
shape factor can also be used to simplify the derivation. 

For a polygon, the conduction shape factor can be ex
pressed as [4-7] 

S = 
2TT 

ln(r0/r,)-N ° 0 ) 

where N is a function of the number of sides of the polygon. 
This N decreases steadily as n increases. Inasmuch as a circle 
can be considered as the limiting case for the polygon if the 
number of its sides is increased indefinitely, it is not surprising 
to see that N= 0 is indeed the case for the circle. 

Using equation (10) to formulate the total resistance for the 
insulation, and subsequently minimizing this resistance with 
respect to w, it can be derived that the critical w is 

n h 
(11) 

It follows that the critical perimeter for the polygon is 

P c = ( 2 n ) - -J- = 2 l r J T (12) 
n h h 

which is indeed the observation made in Hsieh's paper [1]. 
Rectangle. Consider a rectangle of size 2a x 2b having 

one fourth of its section in the first quadrant; w in Fig. 1 is 
changed to b, and equation (2) is modified to be 

dT(r,0) dT(r,ir/2) 

86 
-0 (13) 

Equation (4) is still valid but is useful only for the boundary 
perpendicular to the x-axis. A similar equation is needed to 
account for the heat loss from the top surface. Hence 

\mrb,6) . , 8T(rb,6) cos6l h 
5 sm6+ 53 + T" Tlrb,6) = 0 (14) 

L dr 86 rb J k 
where rb = 6/sin0. 
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Fig. 2 Geometry of an eccentric circular insulation 

The solution is obtained in a similar fashion as before. 
Consequently, 

AhTi ' T(f)c-f5-D-U.''«+ 

+ Ml - roy")tan0sinm0]d0 

/•~'")cosw0 

[WK'-w'^coswe-WI-r,- ")ctndsmmd]de\ (15) 

where 

m = 2,4,6, . . . ,a = tan~'(fr/a)» and rbi = ft/(/-,sin0) 

It should be noted here that, when Q is differentiated to 
find the critical thickness, the aspect ratio of the rectangle b/a 
will be treated as a constant, while a itself as a variable. This 
amounts to finding the critical thickness for a class of rec
tangles that bear geometric similarity. Hence the dif
ferentiation of the third term on the right of equation (15) 
vanishes, and equation (8) is again obtained (with the slight 
modification that the upper limit of integration is changed to 
a). This is the necessary condition for Q to be maximized. 

By following the procedure previously described for the 
polygon, it can be proved that, if a prescribed temperature is 
imposed on the surface, the same necessary condition can be 
derived for the rectangle. Hence the conduction shape factor 
can again be used to derive the critical thickness, and in this 
effort, the shape factor for the rectangle can be arranged to be 
[4-7] 

out, for this case the necessary condition for the heat loss to 
be maximized contains Fourier coefficients that are, of 
course, different for different conditions imposed on the 
surface. Hence the conduction shape factor cannot be used to 
derive the critical thickness. The heat loss equation was thus 
derived from the temperature equation 

hT, 
= - 2 J Jo L7r(COS0C°S7 + sm0cos/3) + 2w — 

KrS + r^j m)cos0cosm0 + (/•»? - r^ m)sin0sinm0]cos7 

r„r. dd (19) 

[ 
+ | V s + ''J/'")sin0cos/?70 

- (r% ~ /•s7'")cos0sinm0]cosl6J 

where m~ 1,2,3, . . . , and 

rs = (r2
0 - e2sin20)'A - ecos0 = re- ecos0 (20) 

This equation (19) will be used later to check if a critical 
perimeter is still defined for this case. 

Results and Discussion 
The critical thicknesses of insulation derived for the 

polygons and rectangles can be verified by substituting them 
into equation (8). However, this equation cannot be used to 
derive these thicknesses, because it can be manipulated to 
contain two intergrals 

r 
Jo 

a cos(m-l )0 

cos" 
dd = 0, 

cos(m +1)0 

10 COS 
d0 = O (21) 

which are identically zero. Notice that a~ir/n for polygons, 
and a = tan ~'(&/«) for rectangles. The fact that these in
tegrals vanish for m = n, In, 3n, . . . (for polygons) and 
m = 2, 4, 6, . . . (for rectangles) serves to reaffirm their being 
eigenvalues for these geometries. This leads to a paradox in 
that equation (8) is the necessary condition for the heat loss to 
be maximized; however, this equation cannot be used to 
derive the critical thickness. This inconsistency could be 
attributed to the nature of the boundary value problem, as 
will now be described. 

For the doubly connected system domain considered in the 
derivation of the critical thickness given in this paper, the 
condition at the inner boundary is always that of the first 
kind. Only at the outer boundary conditions are different. 
Under these circumstances, the temperature equation (5) 

2TT 
S= 

I n — - 2 V, L 7 ~ - n : (seen - l n ( — cosa) 

(16) 

Here w = « = 0,l,2, . . . Also notice that the expression 
given inside the brackets in the denominator plays the role of 
Win equation (10). This bracketed term is a function of b/a. 

The critical thickness of insulation can then be derived as a 
function of a as 

ro,c — 2(cosa + sina) h 

Correspondingly, 

(17) 

(18) Pc =4r0iC(cosa + sina) = 27r — 

which is identical to equation (12). 

Eccentric Circle. An attempt was made to see if the 
foregoing analysis could also be extended to study a circular 
insulation eccentrically rigged on a pipe, see Fig. 2. As it turns 

remains unchanged; only those Fourier coefficients are 
different for different conditions imposed on the surface. 
Recall that it was basically equation (5) that was used in the 
derivation of the necessary condition. Since (5) remains 
unchanged, the obtaining of the same condition (equation (8)) 
is really sufficient to prove that, in the extremetization of heat 
flow, the result is independent of whether a convective 
condition or a prescribed temperature is imposed on the 
surface. 

That equation (8) cannot be used to derive the thickness 
could be ascribed to the format of this equation. It is expected 
that the critical thickness is a function of the ratio k/h which, 
however, does not appear in this equation. This serves as a 
clue that this equation is useless in this regard. Fortunately, 
because the replacement of boundary conditions is now 
possible, the critical thickness can be derived by means of the 
conduction shape factor. Whether this can really be done is 
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ha/k 
Fig. 3 Heat loss versus Biot number curves for polygonal Insulation 

subject to substantiation, and the whole burden of proof now 
rests on equations (7), (15), and (19). The data presented in 
this paper were computed using these equations. 

Data for polygons are presented in Fig. 3. The Biot number 
ha/k is used to plot the *-axis. The critical Biot numbers 
found from those curves can be related to n by 
hac/k = (ir/n)ctn(ir/n), which can also be derived from 
equation (ll). A critical perimeter is thus defined for the 
polygon. Also notice that the heat loss is increased when the 
number of sides of the polygon is decreased (see the dash line 
in the figure). This is because, for a polygon of small n, the 
tips of the polygon behave like cooling fins. 

A plot of the heat loss for the rectangles yields similar 
results (see Fig. 4). Here the heat loss are peaked at 
hac/k = (ir/2)/[l+(b/a)]. This relationship can also be ob
tained from equation (17). For the rectangles, the heat loss is 
increased for large aspect ratios, again a cooling fin effect. 

A similar plot is made for the eccentric circles in Fig. 5. This 
time the critical hr0/k cannot be related to a critical 
perimeter. Such a perimeter is thus not defined in this case. 

0.4 0.6 0.8 
ha/k 

Fig. 4 Heat loss versus Biot number curves for rectangular insulation 

2 .00 -

1.95-

o 

1.90 

Fig. 5 Heat loss versus Biot number curves for eccentric circular 
insulation 

Conclusions 
For a cylindrical heat source covered with insulation, the 

heat loss is maximized when the perimeter of the insulation 
reaches 2wk/h. This relation is valid if the insulation has the 
configuration of a circle, an equilateral polygon, or a rec
tangle as long as their heat sources are centrally located. For 

these geometries, the extremity of heat loss is independent of 
whether a convective condition or a prescribed temperature is 
imposed on the surface. Hence the conduction shape factor 
can be used to formulate the thermal resistance, which is, in 
turn, differentiated to maximize the heat flow. The theory 
breaks down if there is an eccentricity of the heat source. 
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Interfacial Flow and Evaporation of Sessile Drops on a 
Vertical Surface 

Nengli Zhang1 and Wen-Jei Yang2 

Nomenclature 
A = cross-sectional area of lens-shaped film (Fig. 3), m2 

B = image of Z> on screen (Fig. 3), m 
b = width of lens-shaped film (Fig. 3), m 

iXOi 

Ca = capillary number = — 

d\ = diameter of rth lens-shaped drop, m 
/ = focal length of cylindrical segment (Fig. 3), m 

/ , = focal length of rth lens drop, m 
g = gravitational acceleration, m/s2 

h = height of cylindrical segment (Fig. 3), m 
hj = height of rth lens-shaped drop as defined by equation 

d),m 
L = image of / on screen (Fig. 3), m 
/ = length of lens-shaped film (Fig. 3), m 

x, • o,d0AT Ma = Marangoni number = 
Oifl 

N = number of segments of lens-shaped drops to form a 
"tear" drop 

n = refractive index of liquid 
R = radius of cylindrical segment (Fig. 3), m 

R, = radius of rth lens-shaped drop as defined by equation 
(l),m 

S = arc length of cylindrical segment (Fig. 3), m 
Tw = temperature of test plate, K 
Tb = boiling temperature of liquid, K 
Ar = Tb-TW,K 

t = time, s 
V = instantaneous volume, m3; Vd, of "tear" drop as 

defined by equation (2); Vdh of rth lens-shaped drop 
as defined by equation (1); Vf, of film as defined in 
equation (3); Vh of entire drop (film and "tear"), = 

Vn = initial value of V,, m3 
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a = thermal diffusivity of liquid, m 2 / s 
6 = equivalent film thickness as defined by A/(S + b),m 
e = dielectric constant 

r/, = vo lume fraction of rth lens d rop 
/x = absolute viscosity, P a • s 
p = liquid density, K g / m 3 

a0 = mean surface tension, N / c m 
o-j = negative of tempera ture derivative of surface ten

sion, N / c m • K 
T = drop lifetime, s 

\j/ - Nusselt's film thickness parameter 

Introduction 

-(£) 

A comprehensive survey of the literature pertinent to 
droplet evaporation from solid surfaces is available in [1] and 
therefore will not be repeated here. Recently, the laser 
shadowgraphic method [2] was used to experimentally in
vestigate the buoyancy and thermocapillary instability in 
minute drops evaporating on a horizontal plate, unheated [3] 
and with various degrees of heating [1]. The direct 
photographic method was employed to investigate 
evaporative convection in moving drops [4]. 

When a droplet is placed or impinged on a vertical surface, 
the gravitational force causes it to deform into a thin layer 
with a body of the remaining liquid, called "tears," hanging 
below, as shown in Fig. 1, The present study employs the laser 
shadowgraphic method to visualize the interfacial stability of 
both the thin liquid film and the "tear" and to determine the 
time histories of the liquid film and "tear." 

Experimental Apparatus and Procedure 
A schematic diagram of the laser shadowgraphic system is 

illustrated in Fig. 2. It consisted of a laser light, an achromatic 
objective, a precision pinhole, a collimating lens, a rec
tangular aperture, a glass (test) plate, a screen plate, and 
camera. A minute drop was placed on an optically flat glass 
plate for evaporation in open air. The light source was a C.W. 
Radiation Model SP2, 2.5-mW cylindrical helium-neon laser. 
The collimated laser light passed through the evaporating 
liquid, both the film and the "tear,' from top to bottom (thus 
producing a top view of the interfacial activity) and cast a 
shadow on the screen. The image on the screen was recorded 
by a 16-mm Bolex H16 EMB movie camera with a Nikon 
Nikkor 300-mm, 1:45 lens. The drop was carefully placed on 
the test plate by means of a 50 /xl Monoject micro syringe (see 
[3] for details). 

Liquid 
Film 

D» /Ve r t i ca l 
Plate 

"Tear" 
Drop 

Fig. 1 A schematic of a liquid drop on a vertical plate 
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B = image of Z> on screen (Fig. 3), m 
b = width of lens-shaped film (Fig. 3), m 
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Ca = capillary number = — 

d\ = diameter of rth lens-shaped drop, m 
/ = focal length of cylindrical segment (Fig. 3), m 

/ , = focal length of rth lens drop, m 
g = gravitational acceleration, m/s2 

h = height of cylindrical segment (Fig. 3), m 
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L = image of / on screen (Fig. 3), m 
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N = number of segments of lens-shaped drops to form a 
"tear" drop 

n = refractive index of liquid 
R = radius of cylindrical segment (Fig. 3), m 

R, = radius of rth lens-shaped drop as defined by equation 
(l),m 

S = arc length of cylindrical segment (Fig. 3), m 
Tw = temperature of test plate, K 
Tb = boiling temperature of liquid, K 
Ar = Tb-TW,K 

t = time, s 
V = instantaneous volume, m3; Vd, of "tear" drop as 

defined by equation (2); Vdh of rth lens-shaped drop 
as defined by equation (1); Vf, of film as defined in 
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A comprehensive survey of the literature pertinent to 
droplet evaporation from solid surfaces is available in [1] and 
therefore will not be repeated here. Recently, the laser 
shadowgraphic method [2] was used to experimentally in
vestigate the buoyancy and thermocapillary instability in 
minute drops evaporating on a horizontal plate, unheated [3] 
and with various degrees of heating [1]. The direct 
photographic method was employed to investigate 
evaporative convection in moving drops [4]. 

When a droplet is placed or impinged on a vertical surface, 
the gravitational force causes it to deform into a thin layer 
with a body of the remaining liquid, called "tears," hanging 
below, as shown in Fig. 1, The present study employs the laser 
shadowgraphic method to visualize the interfacial stability of 
both the thin liquid film and the "tear" and to determine the 
time histories of the liquid film and "tear." 

Experimental Apparatus and Procedure 
A schematic diagram of the laser shadowgraphic system is 

illustrated in Fig. 2. It consisted of a laser light, an achromatic 
objective, a precision pinhole, a collimating lens, a rec
tangular aperture, a glass (test) plate, a screen plate, and 
camera. A minute drop was placed on an optically flat glass 
plate for evaporation in open air. The light source was a C.W. 
Radiation Model SP2, 2.5-mW cylindrical helium-neon laser. 
The collimated laser light passed through the evaporating 
liquid, both the film and the "tear,' from top to bottom (thus 
producing a top view of the interfacial activity) and cast a 
shadow on the screen. The image on the screen was recorded 
by a 16-mm Bolex H16 EMB movie camera with a Nikon 
Nikkor 300-mm, 1:45 lens. The drop was carefully placed on 
the test plate by means of a 50 /xl Monoject micro syringe (see 
[3] for details). 
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Fig. 1 A schematic of a liquid drop on a vertical plate 
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Tear Image 

Liquid Film 
Image 
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Fig. 2 A schematic of laser shadowgraphic system 

Fig. 3 Geometrical relationship between liquid film and its 
shadowgraphic image 

Photographic Observations 
The liquids with a low boiling point being studied include 

acetone, methanol, ethanol, ethyl acetate, benezene, 
chloroform, methylene chloride, cyclohexane, carbon 
tetrachloride, and ethyl ether. Each liquid evaporated on an 
unheated plate in open air. 

Due to the effect of gravity, each drop moved down along 
the vertical surface, leaving a thin film behind a "tear," the 
remnant of the drop that stopped moving at the balance of 
gravitational and surface tension forces. The film and the 
"tear" evaporated simultaneously. Figure 2 shows the light 
path and how the liquid bodies cast their shadow and image 
on the screen. Each photograph exhibited one shadow and 
two images, inner and outer. The shadow of the entire liquid 
at the center is surrounded by the inner image for the liquid 
film and the outer image for the "tear" encircling both. It is 
simple optical geometry as illustrated in Fig. 2. The inner 
image depicted the flow pattern at the liquid-solid interface, 
i.e., liquid-film periphery as shown in Fig. 3. The outer image 
portrayed the flow structure at the air-liquid and liquid-solid 
interfaces of the "tear" drop. 

Geometrically, one may consider a "tear" drop to consist 
of segments of multiple lens-shaped drops having various 
diameters. For example, the "tear" drop illustrated in the 
lower part of Fig. 1 is composed of segments of three lens-
shaped drops, A, B, and C. This concept will be useful in 
determining the instantaneous size of a "tear" drop from its 
image on the screen, as will be treated later in the succeeding 
section. In order to reinforce this idea, a silicon-oil drop was 
tested as follows. A tiny piece of black paper with a narrow 

horizontal slit was glued on the back surface of the test plate. 
As the liquid drifted down the test surface, either the whole or 
segments of the drop could be observed. In Figs. 4(a-d), the 
vertical rectangle at the photo center was a piece of trans
parent Scotch tape attached on the screen. This was done to 
balance the contrast of the inner image (bright portion). The 
shadow of the slit paper appeared as two horizontal lines (a 
heavy one over a thin one) with a bright line (slit) in between 
at the lower end of the rectangle. Figure 4(a) showed the 
image of the whole "tear drop" whose shadow was visible 
(like a bullet) over that of the slit paper inside the rectangle. 
Behind the "tear" drop was a trace of liquid film whole image 
appeared as a bright background surrounding the rectangle. It 
is to demonstrate that the drop surface in Fig. 4(a) can be 
considered consisting of the three segments, like A, B and C in 
Fig. 3. 

When the front two-thirds of the "tear" drop hid behind 
the upper piece of the slit paper, the image of its tail end 
appeared in Fig. 4(b). Figure 4(c) exhibited the image of the 
front end, as the drop moved from the upper piece of the slit 
paper. Finally, Fig. 4(d) showed the image of the middle 
segment when the drop moved halfway through the narrow 
slit. Figures 4(b, c, d) correspond respectively to the lower, 
upper, and middle segments of Fig. 4(a), i.e., to the segments 
C, A, and B of Fig. 1. 

In the case of film evaporation, the naked eye could observe 
two kinds of film cross sections, as illustrated in Fig. 5: lens 
shaped as shown by top views a-a and b-b and trough shaped 
as c-c. Two ridges at the outer edges of the film in case (c) 
were formed with the absorption of water molecules in the air, 
by the same mechanism as the formation of a torous-shaped 
periphery in the evaporation of unstable-type drops [3]. The 
front views in Fig. 5 exhibited the change in shape of the film 
surface with time. Notice the difference between cases (a) and 
(b) near the end of evaporation process. The liquid film in 
case (b) broke up into pieces, while the film in case (a) 
remained a single body throughout the entire evaporation 
process. At the final stage, the film disappeared leaving a lens-
shaped drop. However, the unstable-type liquid failed to form 
a lens-shaped drop due to the presence of absorbed water 
molecules in the remaining liquid. 

Next, optical observations were performed by means of the 
laser shadowgraphy. Figures 6(a-d) are typical results for the 
interfacial stability of thin films of various liquids. When a 
film formed a cylindrical segment with a very smooth surface, 
the inner image exhibited a near rectangular form as Fig. 3, 
and Figs. 6(a, b) for cyclohexane and carbon tetrachloride, 
respectively. This type of phase change is classified as "stable-
interface-type evaporation" following [3]. It occurred in the 
liquid films of cyclohexane, carbon tetrachloride, ethyl 
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b d

Fig. 4 Instant laser shadowgraphs of a sillcon·oll drop on a vertical
plate (a) entire, drop, (b) tail end (c) head end, and (d) midsection (f = 4.5,
time at 1/5, 1110, 1/2, and 1/5 s, respectively)

Top View

Time

a-a

Time Time

'U) ~
'Tear' ctl

c0
~

c-c

a Stable-Type b Suf,stable- Type c Unstable-Type

Fig. 5 Schematic illustrations of stable·, substable·, and unstable·
interface type evaporation of liquid films on a vertical plate

acetate, and benzene. It is interesting to note the observation
of fringes within the image resulting from the Fresnel dif
fraction of rectangular apertures in Figs. 6(0) and 6(b). The
lower end of the inner image with bent figures portrayed the
flow structure on the surface joining the film and the "tear."
Should a film surface be slightly rippled, the outer edges of
the inner image deviated from a rectangle with short spikes on
both sides, see Fig. 6(c) for chloroform. The liquid films of
chloroform, ethyl ether, and methylene chloride exhibited the
behavior, called "subsubstable-interface type evaporation."
There is another group of liquids, such as acetone, methanol,
and ethanol, that formed a trough-shaped film on a vertical
surface. The basin appeared as a bright belt (hidden by the
tape in the middle) being sandwiched between the image of the
ridges, which had spikes within an arc on both sides, Fig. 6(d)
for acetone. The Fresnel stripes were nearly concentric. The
group is categorized as "unstable-interface type
evaporation." The trough-shaped interface could be iden-

654/ Vol. 106, AUGUST 1984

tified in the shadow which exhibited a lighter stripe sand
wiched between two darker stripes in Fig. 6(d).

Results and Discussion

A method was developed to determine the liquid
volume-time history from the shadowgraph: The liquid is
divided into two parts: film and "tear" drop. Then the liquid
volume-time history isa superposition of those of the film
and drop parts. For the drop part, the image of the "tear" is
considered consisting of N segments of multiple lens-shaped
drops. The focal length of each drop!; is calculated using the
diameters d; and D; of the drop, which were measured from
its shadow and image on the screen, respectively, by a simple
geometric relationship [3J. Then R;, hi, and Vd; are deter
mined in a subsequent order using the expressions
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Fig. 6 Instant laser shadowgraphs of (a) cyclohexane, (b) carbon
tetrachloride, (c) chloroform, and (d) acetone (f =5.6,1/50 s)
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Typical test results for ethyl ether and cyclohexane are
presented in graphical form in Fig. 7. Test results for both the
stable- (cyclohexane) and substable- (ethyl ether) evaporation
cases fall close to a single curve. The evaporation speed of the
"tear" drop was extremely rapid during the initial stage tlT of
less than 0.1 and reached an "asymptotic" stage at tiT of
about 0.2. The volume-time history of the unstable type
liquids is not available due to difficulty in determining the
instantaneous volume of the trough-shaped liquid film.

The t/;ICa ratio for liquid film was calculated for all liquids
tested, using the physical properties in [5-7]. The equivalent
film thickness aused as the characteristic length was defined
as A / (S +b), the film cross-sectional area divided by its
perimeter. In case of the trough-shaped film, awa.s roughly
estimated to be 7 X 10 - 3 mm for all three unstable-type
liquids. An interfacial flow map Was constructed in Fig. 8 to
define the domains of the three basic interfacial flow structure
in thin liquid films evaporating on a vertical plate. The figure
is a plot of the t/;ICa ratio versus the dielectric constant E.

Unstable-interfacial type liquid films (of trough-shaped cross
section) are characterized by high E, while both substable and
stable type liquid films (of lens-shaped cross section) have low
values of E. A very smooth lens-shaped film surface is formed
in the liquids of low t/;ICa, whereas the liquids with high t/;ICa
have a rippled lens-shaped film surface. This is analogous to
the three basic interfacial flow structures observed in minute
drops evaporating on a plate. Their domains are defined in an
interfacial flow map, a plot of the Marangoni number Ma
versus [3]. This map can be applied to the evaporation of
"tear" drops. The interfacial instability of liquid. films is
controlled by deformation of the free. surface . and the

(1)

(2)

1.0

I:
Drop

0.9
Ethyl Ether Film

Total

~ Drop

CycloheXane [ : Film

Total

VL/Vo

VtIVo

For the liquids tested here, n varies from 1.3 to 1.5. Then, the
volume of the' 'tear" drop is

N

Vd = E Vdi'T/i
i=l

tl'l"

Fig. 7 Volume·time history of film, "tear," and total liquid

the film part, consider a film that has a lens-shaped
section, i.e., a cylindrical segment, as shown in Fig. 3 b

and I were measured from their shadows (not shown) on the
With the distance between the plate and the screen

known, the focal length of the lens-shaped film surfacej can
calculated by a simple geometric relationship. The radius
height h, arc length S, cross-sectional area A, and volume
of the cylindrical segment can be determined as
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mechanism of a falling film flow, while the interfacial in
stability of an evaporating droplet is induced by a ther-
mocapillary mechanism. Hence the ordinates of their in
terfacial flow maps are different. Most liquids tested are 
classified into the same category in both flow maps, except 
ethyl acetate and ethyl ether. 

Conclusions 
Laser shadowgraphy was employed to investigate in

terfacial stability in liquid drops evaporating on a vertical 
plate. Due to gravity, each drop deformed into a thin film 
trailing behind a "tear" drop. This experiment supports the 
concept that a "tear" drop consists of segments of multiple 
lens drops having various diameters. A method was developed 
to determine the volume-time history of evaporating drops 
(film and "tear") from shadowgraphic recordings. It is 
concluded from shadowgraphic visualization that liquid films 
can be categorized into three types: stable, substable, and 
unstable evaporation. The interface of stable-type films 
remains smooth, while that of substable-type films is rippled. 
However, both interfaces take the shape of a cylindrical 
segment. The outer edges of unstable-interface type films 
have ridges, thus forming a trough-shaped geometry for the 
film cross section. The formation of ridges is caused by the 
action of surface tension on the film interface mixed with the 
water molecules that are absorbed from the ambient during 
the evaporation process. An interfacial flow map for film 
evaporation is constructed which defines the domains. 
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stability of an evaporating droplet is induced by a ther-
mocapillary mechanism. Hence the ordinates of their in
terfacial flow maps are different. Most liquids tested are 
classified into the same category in both flow maps, except 
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concept that a "tear" drop consists of segments of multiple 
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(film and "tear") from shadowgraphic recordings. It is 
concluded from shadowgraphic visualization that liquid films 
can be categorized into three types: stable, substable, and 
unstable evaporation. The interface of stable-type films 
remains smooth, while that of substable-type films is rippled. 
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as well as several experimental investigations. In nearly all of 
the theoretical models it is assumed that the governing 
mechanism leading to dryout is buoyancy-driven counter-
current flow in a porous medium with phase change, and that 
dryout occurs when liquid can no longer reach portions of the 
bed. In practical terms, dryout is defined as the point at which 
the temperature of the bed will suddenly rise and continue to 
increase to a very high value. Employing this definition in a 
laboratory setting has often proved difficult. Several 
techniques have been used, but all have certain liabilities 
which can lead to problems with the consistency and 
reproducibility of the results. 

While conducting dryout experiments at UCLA and while 
faced with the dilemma of determining dryout, the authors 
developed a method for determining dryout in a consistent 
and reproducible manner. This technique involves measuring 
the time required to refill the particulate bed after heating has 
ceased. This time is termed the reflood time. As will be 
discussed, the reflood time is an indirect indication of dryout 
as it is an indirect measure of the temperature, but is found to 
be a more definitive method of determining the experimental 
dryout than previous techniques. 

Experimental Procedures 
Most of the previous experimental work [1-4] used a 

combination of temperature measurements and visual ob
servations to determine dryout conditions. The drawbacks to 
both of these techniques involve the local nature of dryout. 
Visual observations are only good for the outer region of the 
particulate bed, since one cannot view the inner regions while 
temperature measurments are obtained with thermocouples, 
providing very localized temperature readings. If dryout first 
occurs at a location other than the outside perimeter of the 
bed or near the thermocouples, then neither technique will 
give an indication of dryout. Further, if a large number of 
thermocouples are imbedded in the particulate bed, the 
physical characteristics of the porous medium could be 
significantly changed. In particular, the permeability might 
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change, which has been shown previously [5] to be the key 
parameter in characterizing the debrid bed in regard to 
dryout. 

Initially, in the experiments conducted by the authors, 
visual observations and temperature measurements were used 
as the criteria for dryout. However, consistency and 
reproducibility became serious problems, and hence it was 
found that by measuring the reflood time the dryout could be 
determined in a predictable and consistent manner. Reflood 
time is defined as the time it takes for liquid phase coolant to 
totally refill the bed after volumetric heating is stopped. For 
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heating rates below dryout, the reflood time is constant, but 
once dryout is achieved, this time increases with increasing 
power. This is shown in Fig. 1, where the load meter reading is 
directly proportional to the power. For heating rates below 
dryout, the bed will be at the saturation temperature. When 
the power is turned off, liquid that had been displaced to 
above the bed by vapor production will reflood the bed due to 
gravity. However, once dryout is reached the particles will 
attain temperatures above saturation. This superheat is 
proportional to the heating rate. When the power is turned off 
and liquid phase coolant begins to reenter the bed, it en
counters particles at temperatures above saturation and must 
then cool them off in order to completely reflood the bed. It is 
this quenching phenomena that extends the reflood time in a 
post dryout situation. 

In practice, the reflood time was measured as follows. At 
the moment the power was turned off a timer was started. 
Liquid would then begin to refill the particulate bed. When 
the liquid reached a predetermined level near the top of the 
bed, the timer would be stopped and the time interval 
recorded. This time interval was used as the reflood time. It 
was found that this time could be reproduced within ±0.2 s. 

Clearly, the reflood time is actually an indirect 
measurement of the bed temperature; the higher the bed 
temperature, the longer the reflood time. The superheat 
occurring after dryout will not only be a function of the 
heating rate, but also of the time period over which the 
heating is applied. The dependence of the superheat on the 
heating period should also appear in the reflood time, if it is a 
true indication of the bed temperature. The trend of the 
reflood time with heating period is shown in Fig. 2. As the 
heating period increases, the reflood time increases, which is 
identical to the behavior expected for the superheat. 

As final evidence that the sudden increase in reflood time is 
an indication of the incipience of dryout, a comparison was 
made between temperature measurements and the reflood 
time. This comparison is shown in Fig. 3. Note that at a 
heating rate below the dryout point predicted from the reflood 
time the bed is at the saturation temperature, while for a 
heating rate just above the dryout point predicted from the 
reflood time the bed temperature suddenly rises above 
saturation and continues to rise, thus indicating dryout has 
occurred. 

From the authors perspective, it is clear that most of the 
problems associated with identifying dryout can be overcome 
by employing the reflood time method. The real advantage of 
using the reflood time is that by careful measurement it allows 
one to determine the conditions under which dryout was first 
detected in any part of the particulate bed. 
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Introduction 
The present paper deals with the analysis of a thin circular 

fin pin. This type of pin fin is chosen so that one-dimensional 
condition in the longitudinal direction can be assumed. 
Physically, the convection heat transfer coefficient is 
nonuniform over the surface, which is different from the 
conventional method. In the conventional heat transfer 
analysis of fins, it is assumed that the heat transfer coefficient 
for convection at the fin surface is uniform all over the fin. 
This conventional approach leads to wrong results because, in 
general, the heat transfer coefficient varies along the fin 
surface, a condition which has been analyzed by Sparrow and 
co-workers [1, 2] for a vertical plate fin. 

More studies [3-5] had been reported for a vertical cylinder. 
These analyses were based on the thermal convection 
processes with the constant temperature along the cylinder. It 
is well established that the thermal convection boundary layer 
on a vertical cylinder is thicker than on a vertical plate. This 
characteristic stems from the finite transverse curvature of the 
cylinder surface. 

'instructor and 2Professor, Department of Mechanical Engineering, 
National Cheng Kung University, Tainan, Taiwan, Republic of China 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 3, 
1984. 

658/Vol. 106, AUGUST 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heating rates below dryout, the reflood time is constant, but 
once dryout is achieved, this time increases with increasing 
power. This is shown in Fig. 1, where the load meter reading is 
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In practice, the reflood time was measured as follows. At 
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Liquid would then begin to refill the particulate bed. When 
the liquid reached a predetermined level near the top of the 
bed, the timer would be stopped and the time interval 
recorded. This time interval was used as the reflood time. It 
was found that this time could be reproduced within ±0.2 s. 

Clearly, the reflood time is actually an indirect 
measurement of the bed temperature; the higher the bed 
temperature, the longer the reflood time. The superheat 
occurring after dryout will not only be a function of the 
heating rate, but also of the time period over which the 
heating is applied. The dependence of the superheat on the 
heating period should also appear in the reflood time, if it is a 
true indication of the bed temperature. The trend of the 
reflood time with heating period is shown in Fig. 2. As the 
heating period increases, the reflood time increases, which is 
identical to the behavior expected for the superheat. 

As final evidence that the sudden increase in reflood time is 
an indication of the incipience of dryout, a comparison was 
made between temperature measurements and the reflood 
time. This comparison is shown in Fig. 3. Note that at a 
heating rate below the dryout point predicted from the reflood 
time the bed is at the saturation temperature, while for a 
heating rate just above the dryout point predicted from the 
reflood time the bed temperature suddenly rises above 
saturation and continues to rise, thus indicating dryout has 
occurred. 

From the authors perspective, it is clear that most of the 
problems associated with identifying dryout can be overcome 
by employing the reflood time method. The real advantage of 
using the reflood time is that by careful measurement it allows 
one to determine the conditions under which dryout was first 
detected in any part of the particulate bed. 
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Introduction 
The present paper deals with the analysis of a thin circular 

fin pin. This type of pin fin is chosen so that one-dimensional 
condition in the longitudinal direction can be assumed. 
Physically, the convection heat transfer coefficient is 
nonuniform over the surface, which is different from the 
conventional method. In the conventional heat transfer 
analysis of fins, it is assumed that the heat transfer coefficient 
for convection at the fin surface is uniform all over the fin. 
This conventional approach leads to wrong results because, in 
general, the heat transfer coefficient varies along the fin 
surface, a condition which has been analyzed by Sparrow and 
co-workers [1, 2] for a vertical plate fin. 

More studies [3-5] had been reported for a vertical cylinder. 
These analyses were based on the thermal convection 
processes with the constant temperature along the cylinder. It 
is well established that the thermal convection boundary layer 
on a vertical cylinder is thicker than on a vertical plate. This 
characteristic stems from the finite transverse curvature of the 
cylinder surface. 
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Nc 

Fig. 1 Total heat transfer rate 

The analysis found in the present paper focuses on the 
vertical circular pin that has a nonuniform temperature. The 
variations of the pin temperature is strongly affected by the 
heat transfer coefficient, and the heat transfer coefficient is 
dependent on the ambient fluid flow. Hence, in order to 
determine the temperature of the pin, the heat transfer 
coefficient must be coupled with the convective boundary 
layer flow, thus making the attainment of results more 
complicated. 

The pin temperature distribution, which is not known a 
priori, serves as a boundary condition for the thermal 
boundary layer equation. The solution of the local heat 
transfer coefficient along the pin surface from the boundary 
layer equation is resubstituted into the pin energy equation as 
known, and a search is done for the new temperature of pin 
surface. This new temperature distribution is then imposed as 
the surface boundary condition for the boundary layer 
equation, the solution of which is used to evaluate an updated 
h, and so on, until the maximum difference of temperature 
between the successive iterations is less than 10~4 . 

Analysis 
Consider a vertical circular pin of radius /•„, which is ex

tended from a wall at temperature T0 and situated in a 
uniform free stream having temperature T„ and velocity « „ , 
as illustrated in Fig. 1. The axial and radial coordinates are 
taken to be x and r, with x measuring the distance along the 
centerline of the pin from its tip end and r measuring normal 
to the axis of the pin. Since the circular pin considered is very 
thin, the effect of the stagnation of the flow against the ex
posed end face of the pin fin has been ignored. By employing 
the boundary layer approximations, the thermal convection 
boundary layer equations are 
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ponents, respectively, T is the temperature of the fluid, a is 
the thermal diffusivity, and v is the kinematic viscosity. 

The system of equations (1-3) is subject to the following 
boundary conditions 
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Equations (1-3) and boundary conditions (4) do not admit a 
similarity solution. The nonsimilarity arises from the surface 
curvature of the pin and the surface temperature Tw(x), which 
is to be determined. The pseudosimilarity variable r\ and the 
dimensionless axial coordinate X are introduced as follows 

X=x/L TI = 
r2-r0

2 

4rnL 
(Re L /A) " (5) 

which L is the length of the circular pin and ReL is the 
Reynolds number, Re £ = uxL/v. 

The dimensionless stream function f{X, v) and the 
dimensionless temperature 6(X,rj) are defined, respectively, by 

fiX.v) = ^x,r)/[r0(vuax)'A] (6) 

6(X,r,) = (T(x,r)-Tm)/(T0-Tm) (7) 

where the stream function \jAjc;r) satisfies the continuity 
equation (1) with 

ru = d\j//dr rv= — d^/dx (8) 
Introducing equations (5-7) into equations (2-4), results in 

(1 + \VX* V" + (X*'/! +f)f" = 2x(f' - ~ - / " JC:) 

(1 + \r/Xl/> )0 " + ( j r ^ +f) 6' 

(9) 

1 

- / dd df \ 

f(x,o) =/'(*,o)=o, d(x,o) = ew{X) 

(10) 

( i ia) 

/ ' (* ,«>) = 2, 0(*,oo) = O (life) 

In the foregoing equations, the primes stand for partial 
derivatives with respect to r/, Pr is the Prandtl number, and X 
is the transverse curvature parameter, defined as 

4L 
X = 

r0ReL'A (12) 

The energy equation for the thin pin under a one-
dimensional model for the temperature distribution along the 
longitudinal direction is 

d2(Tf-T„) _2h{x) 
(Tf~Tx) (13) 

dx2 kfr0 

where kf is the pin thermal conductivity, Tf is the pin tem
perature, and h\x) is the local heat transfer coefficient that 
can be regarded as known from the current boundary layer 
solution. 

The associated boundary conditions of the energy pin 
equation are 

Tf=T0 

dT, I _ 
dx 

0 

at 

at 

x=L 

x = 0 

(14a) 

(146) 

where u and v are the streamwise and radial velocity com-

Because the circular pin considered is relatively long 
compared with its diameter, the amount of heat which passes 
from the tip of the pin fin to the fluid is negligible. Therefore, 
the assumption of an adiabatic tip is justified. 
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Of particular interest is the thermal coupling between the 
pin and the convective boundary layer. The basic coupling is 
expressed by the requirement that the pin and fluid tem
peratures and heat fluxes be continuous at the pin-fluid in
terface, at all x. 

Tf(x)=Tw(x) 

h(Tf-Tm)=-k 
dT 

IT 

at/•=/•(,; and for a l l* (15) 

Equation (13) was recast in dimensionless form by the 
substitutions. 

X=X/L e/=(7>-r„)/(r0-r„) 
and by combining with equation (15), to yield 

with 

ddf 

~dx: 

5y=l at X=l 

= 0 at X=0 

(16) 

(17) 

(18a) 

(18ft) 

where Nc is the conjugated convection-conduction parameter 

2kL 
Nc=^—ReL

v> 
tyo 

(19) 

The quantity h is a dimensionless form of the local^ forced 
convection heat transfer coefficient. The value of h is ob
tained by substituting equations (5) and (16) into equation 
(15) 

h = 
1 

2XV dij 
(20) 

Numerical Results and Discussion 
The conservation equations of the laminar boundary layer 

and the energy equation of the pin are first transformed into a 
nondimensional form and their solutions are then 
simultaneously solved by an efficient implicit finite difference 
method. This method is a modified version of the method 
described in [7] for solution of uncoupled equations. 

To assure the accuracy of present numerical method, its 
results have been compared in good agreement with those of 
the nonsimilarity solution [3] for the forced convection flow 
over the vertical isothermal cylinder. 

The pin conduction equation was expressed into finite 
difference form and solved by using the direct inverse matrix 
method. Numerical results are presented for Pr = 0.7 over a 
conjugated convection-conduction parameter of Nc = 0.0, 
1.0, and 4.0 and a transverse curvature parameter of X= 1.0 
and 3.0. 

Numerical results of the overall rate of heat transfer Q from 
the pin can be obtained from the heat conducted from the wall 
into the pin base at X= 1 or from the integrating heat con
vection over the pin surface. The corresponding Q values of 
these two methods are found to be in agreement. They may be 
expressed in dimensionless form, as 

r0k(T0~T„)ReL'A 

2TT 

VVc 

dej_ 

dX 
(21) 
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Fig. 2 The local heat transfer coefficients along the pin 

0 . 9 1 . 0 

Fig. 3 The local heat fluxes along the pin 

Q >7r[ 
Jo 

t/i(-de/dv\=0dX (22) 
/ • 0 ^ r 0 - r o o ) R e L

l / j " J o 2X 

The results of the overall rate of heat transfer Q from the 
pin are presented as a function of the conjugated con
vection-conduction parameter Nc for the fixed transverse 
curvature parameter X in Fig. 1. It contains two lines for 
undergoing the effects of the transverse curvature of the pin. 
Because r0 and ReL

v' appear in the ordinate, abscissa, and 
transverse curvature parameter groups, the downsloping 
trend of the curves indicates that, as expected, the fin heat 
transfer is increased as the fin conductance kf increases. 

If the ordinate and abscissa coordinates are replaced by the 
groups 

Q 4L Q 
v , - v ( 23) kro(T0~Tx)ReL'A/~r0ReL

v' 

and 

4Lk(T0-T„) 

2kLReL ' 
/-

4L kRtL 

2kf 
(24) 

Since both groups are independent of rQ, it follows that the 
actual total heat transfer undergoes the effect of the trans
verse curvature. From the new scale of coordinates, it can be 
obtained that a smaller transverse curvature of pin, 
representing a larger radius of the cylinder, has the greater 
total heat transfer rate. 

Figure 2 illustrates respectively the distribution of the local 
convection heat transfer coefficient along the pin surface as a 
function of Nc for fixed X=1.0 and 3.0. The local heat 
transfer coefficient can be written, in dimensionless form, as 
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hL 

A:Re, 2XV (£'*). (25) 

The figure, under the fixed transverse curvature, contains 
three curves A t = 0.0, 1.0, and 4.0. The increasing values of 
Nc are indicative of smaller conductance of pin. From the 
figure, it is shown that for a fixed transverse curvature of 
cylinder the larger Nc, the higher the h value and the greater 
variations of the pin temperature from the tip to the root. 

As seen from the figure, for a fixed transverse curvature, h 
decreases monotonically from the tip to the root. Similarly, it 
can be seen that the larger the transverse curvature of the pin, 
the greater the h value. 

Distributions of the dimensionless local convective heat 
flux at the pin surface are shown in Fig. 3, as a function of X, 
with Nc as a parameter and for fixed transverse curvature 
parameter. The local heat flux can be taken as 

& = _ J _ M_ (26) 
k(T0 - r0O)ReL 'A 2Xy' dr, »=o V ; 

This figure shows that at a fixed transverse curvature, the 
area under the curve of the local heat flux that represents the 
total heat transfer rate from the pin surface is greater for 
smaller Nc than that for a larger Nc. It is in agreement with 
the prediction in Fig. 1. 

Representative results for the pin temperature distribution 
are presented in Fig. 4 for the two different transverse cur
vatures. Each case contains the pin temperature distribution 
as a function of Nc. Figure also shows the expected trend 
whereby the pin temperature decreases monotonically from 
the root to the tip. The figure also confirms the assertions that 
larger values of Nc give rise to larger pin temperature 
variations. 
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On Natural Convection From a Short Conducting Plate 
Fin Below a Heated Horizontal Cylinder 

S. S. Kwon,1 T. H. Kuehn,2 and A. K. Toipadi3 

Nomenclature 
CF = 

k = 
LF = 
Nu = 

Q = 

Ra 
AT 

parameter, 

tf = 

fin conduction 
kFtlkp 
thermal conductivity 
dimensionless fin length, IID 
Nusselt number, hD/kf 

total heat transfer per unit 
length of cylinder 
dimensionless radial coordinate, 
R/D 
Rayleigh number, gf3D3AT/va 
temperature difference, (Tc — 
Tf) 
fin similarity coordinate, 
equation (1) 
dimensionless temperature, 
{T- Tf)/AT 
dimensionless stream function, 

Subscripts 

c = cylinder 
/ = fluid 
F = fin 
o = free cylinder (no fin) 

Introduction 
Natural convection heat transfer from fins continues to be a 

subject of investigation due to the challenges created by the 
interaction of the flow from the fin and its base and the 
coupling between conduction and natural convection on 
nonisothermal fins. Interactions between the boundary layers 
on a fin and its base have been analyzed for isothermal plate 
fins in air by Aihara [1], who studied vertical fin arrays and 
separated the fin and baseplate heat transfers to supplement 
previous investigations, which measured only the total heat 
transfer from the entire array. A mass transfer experiment 
conducted by Sparrow and Bahrami [2] on rectangular plate 
fins mounted on a nonparticipating horizontal cylinder in
dicated large local mass transfer coefficients near the fin 
leading edge and a reduction of the mass transfer coefficient 
near the fin base at the largest fin spacings investigated. The 
coefficient near the fin base is small due to the overlap of the 
fin and base boundary layers. Some previous work has been 
done on the coupling of conduction and natural convection in 
nonisothermal fins. Lock and Gunn [3] presented a similarity 
solution valid for a heated downward projecting tapered fin 
with zero tip thickness. Kuehn et al. [4] developed a similarity 
solution for infinitely long vertical fins and gave numerical 
results over a wide range of Prandtl number for plate fins. 
Sparrow and Acharya [5] performed a numerical boundary 
layer study on a vertical conducting plate fin in air. Kwon and 
Kuehn [6] obtained numerical solutions for natural con-
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The figure, under the fixed transverse curvature, contains 
three curves A t = 0.0, 1.0, and 4.0. The increasing values of 
Nc are indicative of smaller conductance of pin. From the 
figure, it is shown that for a fixed transverse curvature of 
cylinder the larger Nc, the higher the h value and the greater 
variations of the pin temperature from the tip to the root. 

As seen from the figure, for a fixed transverse curvature, h 
decreases monotonically from the tip to the root. Similarly, it 
can be seen that the larger the transverse curvature of the pin, 
the greater the h value. 

Distributions of the dimensionless local convective heat 
flux at the pin surface are shown in Fig. 3, as a function of X, 
with Nc as a parameter and for fixed transverse curvature 
parameter. The local heat flux can be taken as 

& = _ J _ M_ (26) 
k(T0 - r0O)ReL 'A 2Xy' dr, »=o V ; 

This figure shows that at a fixed transverse curvature, the 
area under the curve of the local heat flux that represents the 
total heat transfer rate from the pin surface is greater for 
smaller Nc than that for a larger Nc. It is in agreement with 
the prediction in Fig. 1. 

Representative results for the pin temperature distribution 
are presented in Fig. 4 for the two different transverse cur
vatures. Each case contains the pin temperature distribution 
as a function of Nc. Figure also shows the expected trend 
whereby the pin temperature decreases monotonically from 
the root to the tip. The figure also confirms the assertions that 
larger values of Nc give rise to larger pin temperature 
variations. 
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Natural convection heat transfer from fins continues to be a 

subject of investigation due to the challenges created by the 
interaction of the flow from the fin and its base and the 
coupling between conduction and natural convection on 
nonisothermal fins. Interactions between the boundary layers 
on a fin and its base have been analyzed for isothermal plate 
fins in air by Aihara [1], who studied vertical fin arrays and 
separated the fin and baseplate heat transfers to supplement 
previous investigations, which measured only the total heat 
transfer from the entire array. A mass transfer experiment 
conducted by Sparrow and Bahrami [2] on rectangular plate 
fins mounted on a nonparticipating horizontal cylinder in
dicated large local mass transfer coefficients near the fin 
leading edge and a reduction of the mass transfer coefficient 
near the fin base at the largest fin spacings investigated. The 
coefficient near the fin base is small due to the overlap of the 
fin and base boundary layers. Some previous work has been 
done on the coupling of conduction and natural convection in 
nonisothermal fins. Lock and Gunn [3] presented a similarity 
solution valid for a heated downward projecting tapered fin 
with zero tip thickness. Kuehn et al. [4] developed a similarity 
solution for infinitely long vertical fins and gave numerical 
results over a wide range of Prandtl number for plate fins. 
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KITH A FIK 
UITHOUT A FIN 

Fig. 1 Schematic of finned cylinder; isotherms and streamlines with 
and without a short fin, numerical solutions at Ra •• 
0.5, LF = 0 and 0.1 

10°, Pr = 5,CF 

vection from an infinitely long conducting fin mounted 
vertically on an isothermal horizontal cylinder. The local heat 
transfer from the fin agreed with the similarity solution [4], 
except near the cylinder where the boundary layers 
overlapped. An experimental investigation of natural con
vection from a single-plate fin attached at various angles to an 
isothermal cylinder in water was made by Tolpadi and Kuehn 
[7]. 

The present study was undertaken to determine the in
fluence of fin length on steady, conjugate, natural-convection 
heat transfer from an isothermal, horizontal cylinder with one 
vertical, longitudinal conducting plate fin. The results are 
compared with the limiting cases of an isothermal free 
cylinder [8] and a cylinder with an infinitely long conducting 
fin [6]. A more detailed discussion of this study is given in [9]. 

Numerical Study 
A heated, horizontal cylinder with a short downward 

projecting plate fin is immersed into a quiescent isothermal 
fluid of infinite extent. A schematic diagram of this con
figuration is given in Fig. 1. The cylinder is isothermal with 
the fin base at the cylinder temperature. The flow is assumed 
to be steady, laminar, and two-dimensional with a plane of 
symmetry passing vertically through the centers of the 
cylinder and fin. The fluid is incompressible, follows the 
Boussinesq approximation, and is opaque to thermal 
radiation. The governing equations are written using the 
stream function vorticity transformation. These equations 
together with the boundary conditions are given in [6] and will 
not be repeated here. 

The governing equations were written in finite difference 
form using a successive underrelaxation central dif
ference/upwind hybrid scheme [8] to promote numerical 
stability. The majority of the solutions were obtained using a 
31x31 grid. The angular grid spacing was 0.625 deg near the 
fin and doubled in steps to 10 deg for the majority of the 
distance around the cylinder. The spacing was then halved in 
steps to a minimum of 2.5 deg in the plume directly above the 
cylinder. The radial grid spacing began between 0.003 D and 
0.006 D at the cylinder surface. The spacing then doubled in 
steps as the distance from the cylinder increased, but was 
halved in steps as the radius of the fin tip was approached. 
The radial grid spacing at the fin tip varied between 0.004 D 
and 0.007 D. The spacing was then doubled in steps until the 
outer boundary was reached, which was located between 3.62 
D and 6.76 D. Further details of the numerical technique are 
given in [6] and [9]. 

Eighteen numerical solutions were obtained as two of the 
four dimensionless governing parameters were varied 
parametrically: 

0 %LF < oo, Ra = 106, Pr = 5, CF = 0.5 
0.1 <Pr< 10, Ra=106,C> =0.5, LF = 0.184 
Emphasis was placed on the effect of the fin length LF, as 

the other parameters had been varied previously (LF = 0 [8] 
and LF = °° [6]). 

Experimental Study 
A plain cylinder and a finned cylinder designed to duplicate 

some of the conditions simulated in the numerical study were 
constructed for use in a Mach-Zehnder interferometer. An 
axial slot was machined in one of the 2.54-cm-dia copper 
cylinders for holding plate fins. Five stainless steel fins of 
0.112 cm thickness could be press fitted into the slot to enable 
the fin length to be changed with CF remaining constant at 
approximately 0.60. Each cylinder assembly was supported by 
thin steel strips welded to washers enabling the cylinder to be 
rotated about its axis. 

A rectangular test cell was constructed of plexiglass to 
contain the distilled water surrounding the cylinder. A pair of 
optical grade windows were mounted on the ends of the cell 
for the interferometric measurements. The cell was placed in 
one leg of a Mach-Zehnder interferometer which used a 2 mW 
He-Ne laser as the light source. The interferograms were 
recorded on 35-mm, fine-grain film. Temperatures and 
electric power supplied to the heater in the cylinder were 
measured independently for verification of the optical data. 

The refraction errors were found to be too large to obtain 
optical data at the desired Rayleigh number of 106. Therefore, 
the data were obtained at Ra = 4 X 105. This provided 
enough fringes for adequate local heat transfer determination 
but did not cause adverse refraction problems. The other 
parameters were Pr - 5, CF — 0.6, and LF = 0.05, 0.10, 
0.20, 0.31, and 0.49. Complete details of the apparatus and 
procedure are given in [7]. 

Results and Discussion 
Streamlines and isotherms from two numerical solutions, a 

free cylinder at Ra = 106, Pr = 5 and a finned cylinder with 
Ra = 106, Pr = 5, CF = 0.5, and LF = 0.1, are shown in 
Fig. 1. The short fin is almost totally surrounded by the 
cylinder thermal boundary layer. The interaction between the 
fin and cylinder boundary layers greatly alters the local heat 
transfer from both the fin and the cylinder from what one 
would obtain disregarding this coupling, especially near the 
base of the fin. The fin is immersed into an upflow moving 
toward the cylinder boundary layer and therefore experiences 
an aiding mixed convection flow rather than strictly natural 
convection. 

An interferogram from the experimental run with LF = 
0.20 was analyzed in detail and the results compared with 
the numerical solutions. The data were taken with a cylinder 
to fluid temperature difference of 0.964°C and a mean 
temperature between cylinder and water of 32.2°C. 

The results in Figs. 2 and 3 are plotted using the fin 
similarity solution scaling parameters. This should eliminate 
differences in Ra, Pr, and CF between the experimental and 
numerical results, leaving the dimensionless fin length LF as 
the sole independent variable. 

The equations necessary for the scaling are [4, 6] 

r -0 .5 
6 = + 1 

NuP* = 

where 

NufV2V/4 

Ya^fiPr) 

56V2C> \ 4 / 7 
_ / S6V2C> \4/7 

X *~\Ra I / 4 / (Pr ) / 
/(Pr) = [(2.55Pr1/4r2-1 +(1.539) 

(1) 

(2) 

(3) 

(4) 
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SIMILARITY SOLUTION (4) NUMERICAL SOLUTIONS, Ra = ID , Pr = S, Cf = 0,S 

Lf • -, Pr • 5 Lp c, 

o - (8) 
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EXPERIMENTAL RESULTS 
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Fig. 2 Dimensionless temperature distributions below the cylinder 
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Fig. 3 Local heat transfer coefficient distributions on the fin as a 
function of fin length 

NUMERICAL SOLUTIONS 
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EXPERIMENTAL RESULTS 

Ra = 4.2 x 105, Pr = 5.2, Cp = 0.60 
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Fig. 4 Numerical and experimental total heat transfer results as a 
function of fin length 

Dimensionless temperature profiles on the vertical symmetry 
line below the cylinder are plotted in Fig. 2. The shortest fin 
shown, LF = 0.036, lies entirely within the thermal boundary 
layer below the cylinder as evidenced by the free cylinder 
temperature profile, LF = 0. This fin is nearly isothermal 
with a rapid change in fluid temperature just below the fin tip, 
which is designated by a "T." As the fin length is increased, 
the fins become less isothermal and approach the temperature 
distribution for the infinitely long fin. The temperature 

distributions for fins with eT > 1.2 can be approximated by 
the profile from the similarity solution (<j)F = e"7) with errors 
less than 20 percent. The experimental fin temperature 
distribution agrees well with the numerical solutions, 
although the data exhibit some scatter. The experimental fluid 
temperature change below the fin tip shows a less abrupt drop 
than in the numerical solutions. 

Dimensionless local heat transfer coefficients on the fin are 
plotted in Fig. 3. Short fins exhibit large local coefficients 
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near the tip with a rapid drop to zero at the base.Long fins 
follow the distribution obtained for the infinitely long fin, 
except near the tip where the results are higher. The heat 
transfer coefficients for long fins obtained numerically in
dicate three regions: (/) large local values near the tip, (if) 
coefficients nearly equal to those predicted by the similarity 
solution midway between the tip and base, and (Hi) reduction 
to zero at the base where the overlap of the fin and cylinder 
boundary layers causes complete deviation from the similarity 
solution. The experimental results differ from the numerical 
solutions in that the sharp increase near the tip is absent. The 
explanation for this discrepancy is that the fin used in the 
experiments has a finite thickness, while the fin modeled 
numerically is treated as being infinitely thin. The finite fin 
thickness tends to change the flow near the tip, which in turn 
changes the local heat transfer coefficient there. The short 
fins studied experimentally, LF = 0.05 and LF = 0.10, 
showed large refraction near the fin tip, indicating high local 
heat transfer there, although no quantitative measurements 
were possible. 

The total heat transfer from the fin, cylinder, and fin plus 
cylinder is plotted in Fig. 4 as a function of fin length. The 
results are normalized to the free-cylinder heat transfer at the 
same Ra and Pr to show the enhancement caused by the fin. 
The most surprising result is the decrease in total heat transfer 
at short fin lengths. Both the experimental results and the 
numerical solutions show this behavior. The warm fluid rising 
from the fin creates a thermal blanket around the cylinder 
reducing its heat transfer when LF < 0.1. The fin heat 
transfer increases but is not large enough to compensate so the 
total heat transfer drops below the free cylinder limit. At 
longer fin lengths, the increased velocity around the cylinder 
caused by the fin overcomes the thermal blanket effect so that 
the total heat transfer from the fin plus cylinder is enhanced 
over the free cylinder limit. The magnitude of the en
hancement is small, within 5 percent for most of the results 
shown in Fig. 4. The experimental and numerical results agree 
qualitatively; quantitative discrepancies are caused by ex
perimental and numerical errors and differences in Ra, Pr, 
and CF. The heat transfer enhancement divided by fin length 
reaches a maximum at LF ~ 0.18, according to the numerical 
results. This is the fin length at which the fin is most useful per 
unit length. However, the enhancement achieved is less than 5 
percent. 

The numerical solutions obtained at Ra = 106, CF = 0.5, 
LF = 0.184, and 0.1 < Pr < 10 indicate the total heat 
transfer from the fin, cylinder, and cylinder plus fin, closely 
follow the distributions for a cylinder with an infinitely long 
fin. Reference [6] contains more details on this Prandtl 
number effect. 
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near the tip with a rapid drop to zero at the base.Long fins 
follow the distribution obtained for the infinitely long fin, 
except near the tip where the results are higher. The heat 
transfer coefficients for long fins obtained numerically in
dicate three regions: (/) large local values near the tip, (if) 
coefficients nearly equal to those predicted by the similarity 
solution midway between the tip and base, and (Hi) reduction 
to zero at the base where the overlap of the fin and cylinder 
boundary layers causes complete deviation from the similarity 
solution. The experimental results differ from the numerical 
solutions in that the sharp increase near the tip is absent. The 
explanation for this discrepancy is that the fin used in the 
experiments has a finite thickness, while the fin modeled 
numerically is treated as being infinitely thin. The finite fin 
thickness tends to change the flow near the tip, which in turn 
changes the local heat transfer coefficient there. The short 
fins studied experimentally, LF = 0.05 and LF = 0.10, 
showed large refraction near the fin tip, indicating high local 
heat transfer there, although no quantitative measurements 
were possible. 

The total heat transfer from the fin, cylinder, and fin plus 
cylinder is plotted in Fig. 4 as a function of fin length. The 
results are normalized to the free-cylinder heat transfer at the 
same Ra and Pr to show the enhancement caused by the fin. 
The most surprising result is the decrease in total heat transfer 
at short fin lengths. Both the experimental results and the 
numerical solutions show this behavior. The warm fluid rising 
from the fin creates a thermal blanket around the cylinder 
reducing its heat transfer when LF < 0.1. The fin heat 
transfer increases but is not large enough to compensate so the 
total heat transfer drops below the free cylinder limit. At 
longer fin lengths, the increased velocity around the cylinder 
caused by the fin overcomes the thermal blanket effect so that 
the total heat transfer from the fin plus cylinder is enhanced 
over the free cylinder limit. The magnitude of the en
hancement is small, within 5 percent for most of the results 
shown in Fig. 4. The experimental and numerical results agree 
qualitatively; quantitative discrepancies are caused by ex
perimental and numerical errors and differences in Ra, Pr, 
and CF. The heat transfer enhancement divided by fin length 
reaches a maximum at LF ~ 0.18, according to the numerical 
results. This is the fin length at which the fin is most useful per 
unit length. However, the enhancement achieved is less than 5 
percent. 

The numerical solutions obtained at Ra = 106, CF = 0.5, 
LF = 0.184, and 0.1 < Pr < 10 indicate the total heat 
transfer from the fin, cylinder, and cylinder plus fin, closely 
follow the distributions for a cylinder with an infinitely long 
fin. Reference [6] contains more details on this Prandtl 
number effect. 
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1 Introduction 
Free-convection flow past a vertical plate has been studied 

by Ostrach [1-4] and many others. The effect of viscous 
dissipation in the convective flow has been neglected in all 
such studies. However, Gebhart [5] and Gebhart and 
Mollendorf [6] have shown that the viscous dissipation effect 
plays an important role in natural convection flow. All the 
foregoing studies are confined to steady flow. In the case of 
unsteady flow, Soundalgekar [7] has studied the effects of 
viscous dissipation and free convection on the oscillatory flow 
past an infinite vertical porous plate with constant suction 
directed towards the plate. Somers [8], Wilcox [9], Gill et al. 
[10], Adams and Lowell [11], Gebhart and Para [12], and 
many others have studied the effect of mass transfer on the 
convective flow. In all these studies, the level of concentration 
of species has been considered very low. Because of these 
assumptions, the Soret-Dufour (thermal diffusion and dif
fusion thermo) effect can be neglected. In the free-convective 
flow, the Soret-Dufour effect has been studied by Sparrow et 
al. [13]. Soundalgekar & Wavre [14] have very recently 
studied the effects of mass transfer and suction on the un
steady free convection flow neglecting the Soret-Dufour 
effects on the energy equation. In this study, the plate tem
perature is assumed to be oscillatory. 

It is of interest to consider the effects of free-convection 
currents and the presence of foreign masses on the oscillatory 
flow past a plate with or without Soret-Dufour effects. This 
situation has not yet been studied. Hence an investigation of 
the effects of free-convection currents and mass transfer on 
the oscillatory type of flow of a viscous incompressible fluid 
past a vertical porous plate with constant suction directed 
towards the plate is proposed. In this study, the plate tem
perature is assumed to be constant and the temperature 
difference Tw' -T„' is considered very large and positive so 
that free convection can take place in the boundary layer 
region. Owing to the presence of free convection and mass 
transfer, the problem is governed by coupled nonlinear 
equations. The mathematical formalisms are presented under 
suitable assumptions in section 2, and the results are discussed 
in section 3. 

2 Mathematical Formalisms 

For a two-dimensional, unsteady, free-convective flow of a 
viscous incompressible fluid past an infinite vertical porous 
plate with constant suction, we take the x' -axis along the plate 
in the upward direction andy ' -axis normal to the plate. Due 
to the small concentration level, the Soret-Dufour effect is 
negligible in the energy equation. Hence all the physical 
variables are functions of y' and t'. Under the usual 
Bousinesq approximation, the flow is governed by the 
following system of nondimensional equations [14]: 

Momentum equation 

1 du du 1 dU d2u 
- — -y— = - — +Grd + GcC+—r (1) 
4 dt by 4 dt dy2 ' 

Energy equation 

1 3 0 „ 3d d26 /du\2 

4 P r a^ P r 3T^ + P r E c U) (2) 

Species 

1 dC „ dc d2C 

4 S c ^ S c a T ^ (3) 

The boundary conditions for this problem are 

w = O , 0 = l , C = l at.y = 0 
(4«) 

u = U(t),6 = Q, C = 0 a s ^ - o o 

The free stream velocity is 

U(t)=\ +££?""', e « l (4b) 

The nondimensional quantities Gr, Gc, Pr, Ec, and y are 
defined in the Nomenclature. 

For small amplitude oscillatory boundary layer flow, we 
assume the solutions of the equations (1-4) in the following 
form 

u(y,t) = u0(y) + eul(y)ei"' (5) 

6(y,t) = d0(y) + e6i(y)ei<" (6) 

Qy,0 = C0(y) + eC1(y)e>a' (7) 

Substituting the relations (5-7) into the equations (1-4), we 
finally obtain 

u0"+yu0' = -GrC0 (8) 

0O " + 7Pr0o ' = - PrEcu0 '2 (9) 

C 0 " + 7 S c C 0 ' = 0 (10) 

uy" +yui' - -iuUi = - ( -/co + Grfl, + GcC,) (11) 

0, " + -yPrtf,' - - j«Pr0, = - 2PrEc«0 'K , ' (12) 

C , " + 7 S c C 1 ' - - / w S c C 1 = 0 (13) 

with the boundary conditions 

« 0 = " i = 0 , 0O = 1, C0 = 1,0, = C, = Oaty = 0 
(14) 

M0 = «I = 1 . 0o = 0i = C 0 = C1 =0as j>- ix 
where the primes denote differentiation with respect to y. The 
equations (8-13) are still nonlinear and hence are difficult to 
solve analytically. To solve them analytically, we expand the 
functions uh 0,, and C, (;' = 0, 1) in powers of Ec (as this 
number, for incompressible fluid « 1). Then 

oa oo Co 

u,(y) = £ Ec^,7,0,Cv) = X) E c ^ Q O ) = £ Ec''C,y (15) 
j = 0 j = 0 j = 0 

Now, substituting equation (15) into equations (8-14) and 
taking the terms of the 0(Ec) (omitting the higher order terms, 
which are negligible), we obtain a set of coupled linear 
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Fig. 1 Transient velocity profiles for Pr = 0.71, at = ir/2, t = 0.2 

equations for wv-, 0y) and Cy- (/ = 0, 1) only. Solution of the 
equations satisfying the functions uy , 0y, and C,j, together 
with equation (15), yield 

u0(y)=l-e-y +Xl(.e->y - « r ? P v ) 

+ X2(e-w - e - ^ + EcWnie-w -e-^'n 

-Xi2(e~» -e-^-Xube-w -e~2yp'y) 

-XH{.e~w -e'^^-X^e-w -e-«
l + Pl») 

~Xi6{,e~^ -e-^ + ̂ y)-X„(e~^ -e~^+^)] 

e0(y) = e-*p,y +Ec[X4(e-yp!>' -e^") 

+ Xs (e ' TP V - e - 2^p v) + X6 (e - ^ - e " ^ ^ 

+ A'7(e-TPr•>'-e->(l + Pr»')^-A'8(e-1'Pr•>'-e-1'(l+Sc>',') 

+ X,(e-i'Pv-e-T(Pr+Sc>->')] 

C0(y) = e-TSv 

w,0)=l-e~'"->'+Z5(e-'">'-e-(m+TPr)->') 

+ Z6(e~'"•y-e-("'+TSc>•,')-Z7(e_'"•>'-e'-<"'+1',•,') 

+ Zi(e~my-e'ni') 

^iO) = Z i (e"" ( ' " + 7 P r ) - , ' - e ' " ; ' )+Z 2 ( e - ( ' " + ' ' S c ^-e -^ ) -

-Z 3 ( e~ ( m + ' 1 ' ) , ' - e - w ) 

where 

Jf, = Gr/(72Pr(Pr -1 ) ) , X2 = Gc/(7
2Sc(Sc - 1)) 

.A3 :=Z * —-*^1 -*^2 

XA = PrAr
2

2/2(2 - Pr), X5 = PrA\ 2 / 2 , 

^ 6 = PrX2
2(2Sc - Pr), X7 = 2PrX!^3/( l + Pr), 

(16) 

(17) 

(18) 

(19) 

(20a) 
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Xg = 2PrSaY2/(l +Sc)(l + S c - P r ) , 

X9=2PT2X1X2/(PT + SC), 

A'IO — A4 + JC$ + X6 4- JC-j 4- JC% + X.9, 

Xu = G r f 1 0 / ( 7
2 P r ( P r - 1)),X12 =GrX 4 / 2 7

2 

A-,3 = GrX 5 / ( 7
2 Pr (Pr - \)),XU = GrAV(27

2Sc(Sc- 1)), 

Xls = GrX7 /(7
2Pr(Pr + l)),Xl6 = GrJV(72Sc(Sc + 1)), 

X„ = Grf 9 /7 2 (Pr + Sc)(Pr + Sc - 1 ) 

^18=^11 ~(-^12 +^13 +XH+Xl5+Xl6+Xn), 

1 
w = - 7 + JT^TTW, n = - y?v + J 7

2Pr 2 + ('wPr, 

Z, =2w7EcPr2^r,/(w(/n + 7 P r ) - - /uPr ) 

Z2 = 2m7PrEcScAV((m + 7Sc)(w + 7SC - 7Pr) - - /wPr) 

Z3 = 2m7PrEc#3 /((/« + y)(m + 7 - 7Pr) - - jwPr) 

Z4 = Zj + Z2 — Z3 

Z5 = EcGrZ! / ( (m + 7Pr)(OT + 7 Pr - 7) - - /wj 

Z6 = EcGrZ2/ ((m + ySc)(m + 7Sc - 7) - - luj 

Z7 = EcGrZ3/f m(m -y) - - iw), 

Z8 = EcGrZ4/ 61 (n - 7) - - iS) (20b) 
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(21) 

Substitution of equations (16-20a) into equations (5-7) gives 
the expressions for the velocity, the temperature, and the 
concentration profiles. These can now be expressed in terms 
of fluctuating parts of the unsteady solutions as follows 

u{y,t) = u0 + e(M,.cosorf—M,sinorf) 

6{y,t) = 60 + e(Trcosut— T/sinoit) 

where (Mr,Tr) = R e ^ . f l , ) and (M,, T,) = lm(uu 0,). 
Hence we can now obtain the expressions for the transient 
velocity and temperature profiles from equations (21), for 
at = TT/2 as 

u(y, TT/2) = M0 - <M„ 6(y, TT/2) = 60- eT, (22) 

The transient velocity and the transient temperature profiles 
are shown in Figs. 1 and 2, respectively, for different values 
of the parameter. 

Knowing the velocity and the temperature distributions in 
the flow field, we can now derive the expressions for the skin 
friction and the rate of heat transfer from the following 
nondimensional relations 

T = (u0'+eeiu'ul')y= y = 0 

and 

q = (60'+cei»'61')y=o 

(23) 

(24) 

(25) 

In terms of amplitude and phase these can be written as 

T=U0' \y=0 + e \B\cos(o)t + a) 

and 

q = e0' \y=0 + e\Q\cos(oit + l3) (26) 

where, B = Br + z'B, is the coefficient of e'"" in equation (23), 
tana = Bj/Bn Q = Qr + iQt is the coefficient of e'w in 
equation (24) and tan P = Qj/Qr. The values of the amplitude 
and phase of the skin friction are entered in Table 1 and those 
of rate of heat transfer in Table 2. 

In our numerical calculations of the functions representing 
the velocity and the temperature of the fluid, the amplitude 
and phase of skin friction and rate of heat transfer, the value 
of the Prandtl number Pr is taken in such a way that it 
represents air (Pr = 0.71). The values of Sc are chosen to 
represent the diffusing chemical species of the most common 
interest. The values of Sc at 20°C and at 1 atm in air for 

different species are obtained from Gebhart [15]. The values 
of Gr and Gc are chosen arbitrarily, whereas, in order to be 
realistic, the values of the Eckert number, Ec, are chosen as 
0.01 and 0.04. The problem reduces to that of Soundalgekar 
[7]forGc = 0 a n d 7 = 1. 

3 Discussion and Conclusion 
For different values of the parameters, the transient 

velocity and the transient temperature profiles are shown in 
Figs. 1 and 2, respectively, and numerical values of the 
amplitude and phase of the skin friction, and the rate of heat 
transfer are given in the Tables 1 and 2, respectively. In Fig. 1, 
the broken curve, labeled by II, represents the transient 
velocity profile for Gr = 5, Ec = 0.01, 7 = 2, co = 5, and Gc 
= 0, which agrees with Soundalgekar [7] qualitatively. Now, 
comparing the other curves with the curve labeled by II, it is 
observed that due to presence of H2 (Sc = 0.22) in air, the 
transient velocity profile increases (II: III). In the presence of 
other species (such as He, H 2 0 , and NH3) the transient 
velocity also increases (II: IV, V, VI), but it is not so high for 
H2 . But at constant Ec and 7 and when only H2 is present in 
air, an increase of Gr or Gc or co leads to an increase in the 
transient velocity (III: VII, IX, X); whereas, at constant Gr, 
Gc, and co, the transient velocity decreases with the increase of 
Ec and 7 (III: VIII, XI). In order that these results may be 
useful for experimental verification, we indicate the per
centage increase in the maximum transient velocity. Thus 
when H2 is present and for Gr = 5, Gc = 2, Ec = 0.01, and 7 
= 2, the transient velocity increases by 654.5 percent. In the 
presence of He, H z O, and NH3 , the increase in the transient 
velocity is 323.3, 61.6, and 30.7 percent, respectively. On the 
other hand in the presence of H2 , the transient velocity in
creases by 31.5 or 71.5 or 0.5 percent with the increase of Gr 
or Gc or of co, and an increase in Ec or 7 leads to a decrease in 
the transient velocity by 350.0 or 71.5 percent. In Fig. 2, the 
broken curve, labeled by II, represents the transient tem
perature profile for Gr = 5, 7 = 2, co = 5, and Gc = 0, which 
agrees qualitatively with Soundalgekar [7]. Comparing all 
other curves, as before, with the curve II, we observe that the 
transient temperature increases in presence of H2 and He, and 
the increase is by 6.09 and 1.68 percent, respectively for y = 

Table 1 

Gc 

Numerical values of amplitude and phase of (he skin friction, t -

7 Ec co Sc/Gr 5.0 10.0 

- 0 . 2 

Ifll 

15.0 

tana 

5.0 10.0 15.0 

0.0 
2.0 
2.0 
2.0 
2.0 
4.0 
2.0 
2.0 
2.0 

2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
4.0 
2.0 

.01 

.01 

.01 

.01 

.01 

.01 

.04 

.01 

.01 

5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 

10.0 

0.00 
0.22 
0.30 
0.60 
0.78 
0.22 
0.22 
0.22 
0.22 

3.1918 
3.1940 
3.1910 
3.1894 
3.1896 
3.1963 
3.2192 
3.0412 
3.4953 

3.1822 3.1600 
0.1752 
0.1776 
0.1775 
0.1766 
0.1762 
0.1801 
0.1902 
0.0124 
0.2752 

0.1862 0.1992 

Table 2 

Gc 

Numerical values of amplitude and phase of the rate of heat transfer, e-0.2 

101 
7 Ec co Sc/Gr 5.0 10.0 15.0 

tan/3 

5.0 10.0 15.0 

0.0 
2.0 
2.0 
2.0 
2.0 
4.0 
2.0 
2.0 
2.0 

2.0 
2.0 
2.0 
2.0 
2.0 
2.0 
4.0 
2.0 
2.0 

.01 

.01 

.01 

.01 

.01 

.01 

.01 

.04 

.01 

5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 
5.0 

10.0 

0.00 
0.22 
0.30 
0.60 
0.78 
0.22 
0.22 
0.22 
0.22 

0.0303 
0.0581 
0.0497 
0.0385 
0.0361 
0.0859 
0.0491 
0.2906 
0.0612 

0.0744 0.0907 
0.0924 
0.0829 
0.0920 
0.1042 
0.1054 
0.0795 
0.0169 
0.0831 
0.1011 

0.1008 0.1122 
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1; whereas, at the same distance from the plate the transient 
temperature decreases in presence of H20 and NH3 and the 
respective decrease is by 1.45 and 1.71 percent. But, in 
presence of H2 the transient temperature of the fluid increases 
due to an increase in Gr, Gc, Ec, co, or y (III: VII, VIII, IX, 
X, XI). When Gr increases from 5 to 10 or Gc from 2 to 4 or 
Ec from 0.01 to 0.04 or co from 5 to 10 or 7 from 2 to 4, for y 
= 1, the transient temperature increases by 1.25 or 1.58 or 
314 percent or by 16.7 percent, respectively. 

We now discuss the effects of the parameters Gr, Gc, Sc, 
Ec, co, and 7 on the amplitude and phase of the skin friction, 
and the rate of heat transfer, from Tables 1 and 2, respec
tively. It is observed from Table 1 that due to the presence of 
H2 in the fluid, the amplitude 151 of the skin friction in
creases; but in the presence of heavier species (such as He, 
H20, and NH3), the value of 151 decreases. To get more 
insight into the effects of increasing Gr or Gc in presence of 
the foreign species, we now present these results quan
titatively. Thus for Gr = 5, Sc = 0.22, and w = 5 the value of 
IB I increases by 0.2 percent when Gc is increased from 2 to 4. 

Under similar circumstances the value of \B I increases when 
the value of co is increased from 5 to 10, or 7 from 2 to 4 or Ec 
from 0.01 to 0.04, respectively; but when Gr is increased from 
5 to 10, the value of \B\ decreases by 2.5 percent. From the 
same table it is also observed that the values of tana, the 
phase of skin friction, for different values of the parameters 
are positive and hence there is a phase lead. Finally, we ob
serve from Table 2 that due to the presence of foreign species, 
the amplitude of the rate of heat transfer \Q\ always in
creases. It also increases due to increase in Gr, Gc, or in co. 
But an increase in 7 leads to decrease in \Q\. To discuss these 
results quantitatively, we take Gr = 5, Sc = 0.22, co = 5,7 = 
2, and Ec = 0.01. With these values, when Gc is raised from 2 
to 4, the value of \Q\ rises by 1.4 percent. The value of \Q\ 
also rises by 0.36, 775, and 0.04 percent when the value of Gr 
is raised from 5 to 10, Ec from 0.01 to 0.04, and to from 5 to 
10, \Q\ falls by 0.5 percent. From the same table we also 
observe that in presence of the foreign species the values of 
tan /3, the phase of the rate of heat transfer, for different 
values of the parameters are positive, and hence there is 
always a phase lead. 
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Numerical Calculation of Natural Convective Heat 
Transfer Between Horizontal Concentric Isothermal 
Cylinders - Effects of the Variation of the Fluid 
Properties 

M. Akbar Hessami1 A. Pollard*-4 R.D. Rowe3 

Introduction 

A literature survey [1] has indicated that the fluid properties 
are assumed to be constant in all of the available ex
perimental, analytical, and numerical studies of free-
con vective heat transfer in horizontal annuli. This assumption 
is not valid for certain liquids, especially for large tem
perature differences across the annular gap, and therefore it 
can provide erroneous heat transfer predictions. In the in
vestigation reported here, the general differential equations of 
motion and energy with variable fluid properties are solved 
numerically for laminar natural convection in an annulus. 

Different authors have used different methods to include 
the effects of the variations of the fluid properties on forced 
and free-convective heat transfer for various geometries. For 
example, Sparrow and Gregg [2] have defined a "reference 
temperature" at which the fluid properties should be 
determined for use in the usual heat transfer correlations. 
Clausing and Kempka [3] have recently incorporated a 
temperature ratio correction function in the correlation 
equation for natural convection from vertical surfaces. 

The geometry that is considered for the purpose of the 
present study consists of two concentric horizontal cylinders; 
the inner cylinder is kept at a higher (isothermal) temperature 
than the outer cylinder. The fluids studies are air and glycerin: 
the former is selected in order to test the accuracy of the 
computer program against some available experimental data, 
while the latter is chosen for the significant variation of its 
properties with temperature to study the effects of the 
variation of the fluid properties on heat transfer. 

The computer program which is used in this study was 
originally written for solving the general three-dimensional 
continuity, momentum, and energy equations for any 
geometry and flow regime (see [4]). However, the present 
computation is carried out for the two-dimensional flow 
situation, because a review of the pertinent literature suggests 
that the flow field, away from the side-walls, is two-
dimensional. Also, the numerical computations for two-
dimensional flow require much less computer time and 
storage than three-dimensional flow. In order to achieve two-
dimensional flow in the computer program, the gradients of 
the dependent variables in the axial direction in the three-
dimensional program were set equal to zero. 

Mathematical Statement of the Problem 
The governing differential equations that describe the 
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1; whereas, at the same distance from the plate the transient 
temperature decreases in presence of H20 and NH3 and the 
respective decrease is by 1.45 and 1.71 percent. But, in 
presence of H2 the transient temperature of the fluid increases 
due to an increase in Gr, Gc, Ec, co, or y (III: VII, VIII, IX, 
X, XI). When Gr increases from 5 to 10 or Gc from 2 to 4 or 
Ec from 0.01 to 0.04 or co from 5 to 10 or 7 from 2 to 4, for y 
= 1, the transient temperature increases by 1.25 or 1.58 or 
314 percent or by 16.7 percent, respectively. 

We now discuss the effects of the parameters Gr, Gc, Sc, 
Ec, co, and 7 on the amplitude and phase of the skin friction, 
and the rate of heat transfer, from Tables 1 and 2, respec
tively. It is observed from Table 1 that due to the presence of 
H2 in the fluid, the amplitude 151 of the skin friction in
creases; but in the presence of heavier species (such as He, 
H20, and NH3), the value of 151 decreases. To get more 
insight into the effects of increasing Gr or Gc in presence of 
the foreign species, we now present these results quan
titatively. Thus for Gr = 5, Sc = 0.22, and w = 5 the value of 
IB I increases by 0.2 percent when Gc is increased from 2 to 4. 

Under similar circumstances the value of \B I increases when 
the value of co is increased from 5 to 10, or 7 from 2 to 4 or Ec 
from 0.01 to 0.04, respectively; but when Gr is increased from 
5 to 10, the value of \B\ decreases by 2.5 percent. From the 
same table it is also observed that the values of tana, the 
phase of skin friction, for different values of the parameters 
are positive and hence there is a phase lead. Finally, we ob
serve from Table 2 that due to the presence of foreign species, 
the amplitude of the rate of heat transfer \Q\ always in
creases. It also increases due to increase in Gr, Gc, or in co. 
But an increase in 7 leads to decrease in \Q\. To discuss these 
results quantitatively, we take Gr = 5, Sc = 0.22, co = 5,7 = 
2, and Ec = 0.01. With these values, when Gc is raised from 2 
to 4, the value of \Q\ rises by 1.4 percent. The value of \Q\ 
also rises by 0.36, 775, and 0.04 percent when the value of Gr 
is raised from 5 to 10, Ec from 0.01 to 0.04, and to from 5 to 
10, \Q\ falls by 0.5 percent. From the same table we also 
observe that in presence of the foreign species the values of 
tan /3, the phase of the rate of heat transfer, for different 
values of the parameters are positive, and hence there is 
always a phase lead. 
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Transfer Between Horizontal Concentric Isothermal 
Cylinders - Effects of the Variation of the Fluid 
Properties 
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Introduction 

A literature survey [1] has indicated that the fluid properties 
are assumed to be constant in all of the available ex
perimental, analytical, and numerical studies of free-
con vective heat transfer in horizontal annuli. This assumption 
is not valid for certain liquids, especially for large tem
perature differences across the annular gap, and therefore it 
can provide erroneous heat transfer predictions. In the in
vestigation reported here, the general differential equations of 
motion and energy with variable fluid properties are solved 
numerically for laminar natural convection in an annulus. 

Different authors have used different methods to include 
the effects of the variations of the fluid properties on forced 
and free-convective heat transfer for various geometries. For 
example, Sparrow and Gregg [2] have defined a "reference 
temperature" at which the fluid properties should be 
determined for use in the usual heat transfer correlations. 
Clausing and Kempka [3] have recently incorporated a 
temperature ratio correction function in the correlation 
equation for natural convection from vertical surfaces. 

The geometry that is considered for the purpose of the 
present study consists of two concentric horizontal cylinders; 
the inner cylinder is kept at a higher (isothermal) temperature 
than the outer cylinder. The fluids studies are air and glycerin: 
the former is selected in order to test the accuracy of the 
computer program against some available experimental data, 
while the latter is chosen for the significant variation of its 
properties with temperature to study the effects of the 
variation of the fluid properties on heat transfer. 

The computer program which is used in this study was 
originally written for solving the general three-dimensional 
continuity, momentum, and energy equations for any 
geometry and flow regime (see [4]). However, the present 
computation is carried out for the two-dimensional flow 
situation, because a review of the pertinent literature suggests 
that the flow field, away from the side-walls, is two-
dimensional. Also, the numerical computations for two-
dimensional flow require much less computer time and 
storage than three-dimensional flow. In order to achieve two-
dimensional flow in the computer program, the gradients of 
the dependent variables in the axial direction in the three-
dimensional program were set equal to zero. 

Mathematical Statement of the Problem 
The governing differential equations that describe the 
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present problem are given in detail in [1]. The boundary 
conditions for the temperature and velocity fields used in 
conjunction with these equations are 

at /• = /•,• =D,/2, 7 = 7,and u = v = 0 (la) 

atr = ro=D0/2, T=T0 and u = v = 0 (lb) 

where 7 ; is the temperature of the inner cylinder of radius 
r,( = jD,/2) and T0 is the temperature of the outer cylinder of 
radius r0( = D0/2); u and v are the angular and radial velocity 
components, respectively. The solution is obtained for only 
half of the annular gap because of the symmetry condition 
about the vertical axis; the boundary conditions for this 
criterion are zero gradient across the symmetry plane for all 
variables, except angular velocity, which is zero at this plane. 

Fluid Properties 
The physical properties of the fluids are formulated to vary 

with temperature using the available equations or ex
perimental properties data. Air density is calculated using the 
equation of state; other air properties (Cp, //,, and k) are 
obtained from the equations given in [5] and [6], i.e., 

0 = 0 

CP = 

/* = 

k = 

1043.66-0.31566 7+7.0723 x l0~ 

2.7008 x l O - ' T 3 

1.458x10" 

t j<i 

110.4+7 

2.6472 x l 0 ~ 3 

. J'3/2 

ri/2 

1 + 
254.4x10-

(2) 

(3) 

(4) 

where the temperature 7 is in K, specific heat Cp is in J/(kg 
K), dynamic viscosity \i is in kg/(m s) and thermal con
ductivity k is in W/(m K). 

Properties of glycerin are calculated from the following 
polynomials, which are the best fit for the experimental 
property data obtained from [7]; it should be noted that these 
equations may not be valid outside the temperature range of 
0-50° C. 

(j> = a0+aiT+a2T
2+aiT

i +a4T* 

where 4> is the fluid property, 7 is the temperature in ° C and 
a0-a4 are the coefficients given below 

SYMMETRY 
PLANE 

INNER 
CYLINDER 

OUTER-
CYLINDER 

»—0 IT 

' 2 

CONTROL VOLUME 
S f , T , C p , / i , k 

^ u 

my 

Fig. 1 The (uniform) grid distribution in the r-0 plane 

The convergence criteria used in the present study were: 
1 The residual for each dependent variable was required 

to decrease at least three orders of magnitude between the first 
and the last iteration; this condition was satisfied when ad
ditional iterations did not significantly change the dependent 
variables. 

2 The false diffusivity was required to be smaller than the 
molecular one (kinematic viscosity); if this criterion was not 
met in addition to the first one, then smaller grid size was used 
until a satisfactory false diffusivity was found. 
Also, the solutions were tested for grid independence, i.e., the 
grid density was increased until no further significant changes 
in the dependent variables were observed. 

The grid-distribution in r-6 plane and the appropriate 
control volumes for the dependent variables are shown in Fig. 
1. All variables except velocities are stored at the grid nodes; 

<p 

[kg/m3] 

[J/(kgK)] 

[kg/(m s)] 
k 

[W/(m K)] 

«o 

1.276 xlO 3 

2.260 X103 

10.599 

0.2819 

« i 

-0.6284 

6.134 

-1.0193 

3.442 x l O - 4 

« 2 

2.42xl0~ 3 

- 4 . 4 X 1 0 - 3 

4 .174xl0" 2 

- 9 . 9 6 X 1 0 6 

ai 

- 4 . 5 6 x 1 0 s 

2.13X10-4 

-7.993 x l O " 4 

1.019xlO~7 

« 4 

0 

0 

5 .78xl0~ 6 

0 

Computational Aspects 

The governing differential equations have been trans
formed to finite difference equations by using a central 
differencing scheme, except for the convection term, which 
has been discretized by employing a hybrid-differencing 
formulation. The latter equations are solved by a line-by-line 
interative technique. In every iteration, the updated values of 
the dependent variables are compared with those from the 
previous iteration; if the changes between the two consecutive 
iterations were small enough, the updated values constituted 
the converged solution, otherwise the iterative computation 
was continued until the convergence criteria were met. The 
updating of the dependent variables was done via a pressure-
correction equation. Underrelaxation was used in order to 
avoid probable divergence and/or instability in the com
putations. 

the storage locations for the velocities are at the center of the 
grid lines. 

Transformation of the differential equations to finite 
difference equations via Taylor-series expansion produces 
false diffusion because of the truncation of the higher-order 
terms in the series. De Vahl Davis and Mallinson [8] have 
shown that the false diffusion can be calculated from 

V(rAff)brsm(2rj/) 

4[Ar sin3 \p + (/-A0)cos31//] 
(5) 

where \p is the angle which the resultant velocity V makes with 
the angular coordinate 6. This equation indicates that the 
false diffusion can be minimized by aligning the grid lines 
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Ref. (9) 
v i Ad Experimental 

Numerical 
vDfiO Present Numerical Computations 

Fig. 2 Temperature distribution for different angular position S (deg) 

for air (L/C, = 0.8) 

with the flow direction, and by reducing the grid size. rfaise is 
maximum when ip = 45 deg at the point of maximum 
resultant velocity Vmm, i.e. 

(rA6)Ar 
O W ™ = 0 - 7 0 7 K n ) a , ~ ^ r ) (6) 

Results and Discussion 
The local Nusselt number Nu in the numerical com

putations is calculated from 

(dT/dr)i 
for inner cylinder Nu0 . = 

(A77Z?,) 

for outer cylinder Nuflo = 
(d7Vdr% 
(AT/D0) 

(la) 

Ob) 

where AT = T, - T0. The temperature gradients at the inner 
and outer surfaces, (dT/dr)t and (dT/dr)0, respectively, are 
calculated using the temperature at the four nodes closest to 
the surface, in a manner similar to that of Kuehn and 
Goldstein [9]. 

The accuracy of the computer program used for this study 
has been tested against the experimental data for air and water 
of Kuehn and Goldstein [9]; the results for the latter fluid are 
not included here but can be found in [1]. Kuehn and 
Goldstein's experimental data have been obtained from the 
fringes produced by a Mach-Zehnder interferometer; the air 
data are for the case where L/D, = 0.8 CD, = 0.0356m) and 
RaA = 4.7 x 10" (AT = 26.3°C).5 The temperature field for 
Kuehn and Goldstein's experimental data for air are com
pared with our numerical predictions in Fig. 2. It should be 
noted that although the numerical air data of Fig. 2 are based 
on the constant fluid properties assumption, the computation 
for the variable fluid properties case has also been carried out 
and no significant difference has been observed. The average 
Nusselt number for the experimental and numerical cases are 
compared below: 

Nufl | 

Nu A 'o 

>L = r. 

Numerical 
(present) 

6.52 
6.09 

Experimental 
[9] 

6.28 
6.26 

Difference (%) 

3.8 
2.7 

The number of grid nodes was 80 x 70 in the angular and 
radial directions, respectively; the converged solution was 
obtained after 680 iterations. 

The false diffusivity given by equation (6) for the present 
numerical results for air at the point of maximum velocity was 
found to be 1.77 x 10"5 m 2 /s , in contrast to 1.89 x 10"5 

m2 /s for the real kinematic viscosity of air at the fluid mean 
film temperature (vf). Because of this relatively large value of 
(rfaise)max> °ne would expect a large discrepancy between the 
numerical and experimental results. However, despite this 
large numerical diffusion found via equation (6), the 
agreement between experimental and numerical data, as 
evident from Fig. 2, is excellent. In view of this agreement, the 
formulation given by equation (6) appears to be in error when 
applied to the present annular flow: equation (6) is based on 
the assumption that the streamlines make a 45 deg angle with 
the grid-lines in the annulus; in reality, the streamlines are 
almost parallel to the grid lines, and therefore ^ should be 
much smaller than 45 deg. Hence, equation (6) overestimates 
the false diffusivity when it is used for annular flow fields 
employing cylindrical coordinates. 

In order to study the effect of the variation of the fluid 
properties on the temperature profile and the Nusselt number 
distribution, heat transfer in glycerin has been investigated for 
the same geometry and temperature difference across the 
annular gap, as used above for air. The Rayleigh number for 
this glycerin case is 9.05 X 104, which is of the same order of 
magnitude as that for air (4.7 x 104), and therefore the flow 
patterns are expected to be similar. 

The influence of the variation of the fluid properties for 
glycerin on the temperature profile and Nu field is shown in 
Figs. 3 and 4. Although the Nusselt number does not change 
very much between the two different cases, the change in the 
temperature field is very significant. This variation in the 
temperature field is due to a temperature difference of only 
26.3 °C across the annular gap. Larger changes in the tem
perature profile should occur when the temperature difference 
between the two cylinders is higher because the variation in 
the fluid properties increases with temperature difference. 
The average Nusselt number for these two cases are: 

Variable fluid 
properties (VFP) 

Constant fluid 
properties (CFP) Difference (%) 

and Ra^ is the Rayleigh number based on the gap width L t2^D, 
with the fluid properties evaluated at the fluid mean film temperature Nu Do 

8.22 
7.82 

8.23 
7.48 

0.1 
4.4 
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Fig. 3 Temperature distribution for different angular position ff (deg) 
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§. io 

20 10 60 80 100 120 140 160 
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Fig. 4 Nusselt number distribution for glycerin (L/Dj =0.8) 

It is obvious that the difference in Nu is small for the two 
cases, which is an indication of the similar temperature 
gradients at the surfaces. Figure 3 indicates that the tem
perature is consistently higher when the VFP assumption is 
used as compared to the CFP case. Under the former 
assumption, a lower viscosity region (relative to that at the 
fluid mean film temperature which is used for the CFP case) 
exists near the inner cylinder which facilitates a higher 
velocity field and therefore enhances the heat transfer by 
convection, which results in a higher temperature field in the 
near inner cylinder region. The "warmer" fluid moves up
ward and then along the outer-cylinder. The viscosity of the 
glycerin near the outer cylinder is higher under the VFP 
assumption than that for the CFP case. This higher viscosity 
region reduces the heat transfer by convection, and thus the 
"warmer" fluid remains warm with a temperature higher 
than that for the CFP case. 

The glycerin solutions were both obtained for a grid density 
of 70 x 40 after 300 iterations. The false diffusivity for the 
glycerin numerical computations at the point of maximum 
velocity was found to be 2.09 x 10 "7 m2/s as compared to vf 
= 3.57 x 10~4 m2/s evaluated at the fluid mean film tem
perature, and thus the numerical error in these results should 
be insignificant. 

Conclusions 

The numerical results for natural convective heat transfer in 

an annulus for air are compared with the available ex
perimental data and excellent agreement was found. The 
difference between the temperature and Nusselt number field 
for air for constant and variable fluid properties was found to 
be negligible. It is therefore concluded that the constant fluid 
properties assumption is valid for air; because of the 
similarities in the variation of the properties of gases, the 
foregoing conclusion should be applicable to all gases. In 
contrast, the heat transfer results for glycerin indicate a 
significant difference in temperature field between the 
constant and variable fluid properties assumptions. This 
suggests that the variation of the properties of the fluid for 
glycerin (which can be generalized to all organic compounds) 
cannot be neglected. 

In addition, it is shown that the numerical results are in 
excellent agreement with the available experimental data for 
air even when the maximum numerical false diffusivity of de 
Vahl Davis and Mallinson [8] has almost the same value as the 
kinematic viscosity. It is believed that the maximum false 
diffusivity criterion of de Vahl Davis and Mallinson can be 
relaxed in this situation because the flow is normally closely 
aligned with the grid lines throughout the flow field, and 
where the speed has the largest value, in the plane above the 
inner cylinder, the velocity is almost tangent to the grid lines. 
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Internal Heat Transfer Characteristics of Silicon 
Carbide Heat Exchanger Tubes 

K. O. Smith1 

Nomenclature 
A = heat transfer area, m2 

Cp = specific heat of air, J/Kg°C 
d - tube diameter, m 
/ = Darcy friction factor, dimen-

sionless 
gc = proportionality constant in 

Newton's second law of 
motion 

h = surface heat transfer coef
ficient, W/m 2°C 

k = air thermal conductivity, 
W/m°C 

L = tube length, m 
ma = air mass flow rate, kg/s 
AP = pressure drop, Pa 
Tw = average tube wall surface 

temperature, K 
Ta = average air temperature, K 

ATa = air temperature rise through 
tube, K 

v = air velocity, m/s 
p = air density, kg/m3 

fi = air dynamic viscosity, Pa«s 
Pr = Prandtl number, dimen-

sionless 
Re^ = Reynolds number, dimen-

sionless {pvd/fi) 
Nu4 = Nusselt number, dimen-

sionless (hd/k) 

As part of a continuing program to advance ceramic heat 
exchanger technology, a series of measurements were con
ducted to determine the internal heat transfer characteristics 
of SiC tubular specimens. A primary goal was to establish the 
suitability of forced convection correlations for characterizing 
the performance of ceramic heat exchangers employing SiC 
tubes. 

Three silicon carbide tube specimens, each from a different 
ceramic manufacturer, were examined. Two of the tubes were 
fabricated using siliconized SiC2. The third tube was of alpha-
sintered SiC3, which contains no free silicon. All three tube 
specimens were nominally 2.54 cm (1 in.) o. d., 1.27 cm (0.5 
in.) i. d., and 76 cm (30 in.) long. 

Internal surface heat transfer coefficients were obtained 
using the test rig depicted in Fig. 1. Ambient temperature and 
pressure air flowed through the tube specimens, which were 
heated using an electric furnace. Tube inner surface tem
peratures were monitored with five thermocouples embedded 
in the tube wall at the tube midplane and at the ±20.3 cm ( ± 8 
in.) and ±30.5 cm (±12 in.) locations from the midplane. 
Thermocouple junctions were located within approximately 
0.8 mm (0.031 in.) of the tube inner surface. As a result of the 
relatively high thermal conductivity of the ceramic materials 
investigated (67 W/m°C for a-SiC at 200 °C), temperature 
gradients through the tube walls were small, and no 
corrections to the surface temperature measurements for 
radial conduction were deemed necessary. 
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Norton Company, Worcester, Mass.; Coors Porcelain Company, Golden, 

Colo. 
The Carborundum Company, Niagara Falls, N. Y. 
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Air temperature and total and static pressures were 
monitored at the tube inlet and exit planes. A mixing chamber 
was employed at the tube specimen exhaust end to allow an 
accurate measurement of air exhaust temperature. A suf
ficiently long straight run was provided upstream of the 
ceramic tubes to ensure fully developed flow profiles. Average 
internal heat transfer coefficients were obtained by deter
mining average air and tube surface temperatures and air 
temperature rise 

h = maCp(ATa)/A(Tw-Ta) 

As intermediate air temperature measurements were not 
conducted, local heat transfer coefficients were not deter
mined. 

Friction factors were determined at ambient conditions 
using 

AP 

Measurements were conducted over the following ranges: 

3000 < Reb < 40 x 103 

360K <TW < 650 K 
290K < Ta < 5 3 0 K 

Assessments of experimental uncertainty indicate that overall 
surface heat transfer coefficient measurements are accurate to 
within +5 percent [1]. Friction factor measurements for the 
turbulent flow regime have a worst-case error of ±7 percent 
due primarily to the accuracy limits of the manometer used 
for pressure drop measurements. 

Typical heat transfer data are shown in Fig. 2 for the two 
generic types of SiC materials investigated. In the turbulent 
regime, the internal surface coefficients of the a-SiC tube are 
in relatively good agreement with conventional smooth tube 
correlations [2]. The siliconized SiC material differs from the 
cv-SiC in showing significantly larger surface heat transfer 
coefficients. The cause of this difference is the extreme in
ternal surface roughness of the siliconized SiC tubes. During 
the high-temperature phase of the siliconized SiC tube 
fabrication, excess free silicon in the liquid state diffuses to 
the tube surface, leaving solidified droplets on the wall of the 
final product. These solidified drops vary in size from less 
than a millimeter to several millimeters in their major 
dimension and are dispersed irregularly along the tube length. 
In many cases, it appears that droplets have agglomerated 
before solidifying resulting in significant areas of large scale, 
irregular surface roughness. In contrast, the inner wall of the 
alpha-sintered SiC tube appears smooth upon visual 
examination. 

For fully turbulent flows, the surface coefficient data for 
the two siliconized SiC tubes can be expressed as 

Nu„ = 0.0103 Re ( ,
0-9Pr1 / 3(r ( , /r i v)0 S 

Norton and Coors siliconized SiC (10,000<Re6 <35,000) 

The heat transfer performance of the siliconized SiC tubes 
differs significantly from conventional smooth tube 
correlations in the dependence on Reynolds number to the 0.9 
power. In general, the surface coefficients of both siliconized 
SiC tubes were quite similar in magnitude and significantly 
larger than the a-SiC coefficients. 

A gross characterization of the surface roughness of the 
three ceramic materials was achieved through friction factor 
measurements. Test data are shown in Fig. 3 that document 
the higher degree of surface roughness of the siliconized SiC 
materials. The two siliconized SiC tubes are characterized in 
the fully turbulent regime by effective values of e/d on the 
order of 0.010 to 0.020. However, visual examination of the 
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internal tube surfaces indicates that individual surface the similarity of the heat transfer data with smooth tube 
irregularities can range up to two orders of magnitude larger correlations. 
than suggested by the effective e/d. The a-SiC tube exhibits a At a fixed Reynolds number in the turbulent regime, 
low level of surface roughness (e/d - 0.0018), consistent with friction factor decreased with increasing air and wall tem-
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peratures. Over the range of temperatures studied, friction 
factor decreased approximately 7 percent with increasing 
temperature for all the materials investigated. 

The implications of these test results are significant in terms 
of advancing the ceramic heat exchanger to a commercially 
viable component. To predict heat exchanger performance 
accurately, one of two options will have to be exercised in 
applications of siliconized SiC tubes. One option is to 
decrease the tube surface roughness by some processing 
technique (i.e., grit blasting) to a level where conventional 
engineering correlations can be applied. Alternatively, 
modified heat transfer models and correlations must be 
developed to address the effects of large-scale, irregular 

surface roughness on the pressure drop and heat transfer 
characteristics of ceramic heat exchanger tubing. 
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